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ABSTRACT 

Since Sept. 26, 1997, the Scripps Experimental Climate Prediction Cen­

ter (ECPC) has been making experimental, near real-time seasonal global 

forecasts with the National Centers for Environmental Prediction (NCEP) 

global spectral model used for the reanalysis. Images of these forecasts -

at seasonal time scales - are provided on the World Wide Web, and digital 

experimental forecast products are made available to interested researchers. 

In particular, these forecasts are now being used to drive a regional predic­

tion model and various application models at National Taiwan University 

(NTU). Are these forecasts useful for Asia? What improvements could be 

made? The purpose of this paper is to describe briefly the global forecast 

and validating analysis system, various biases and errors in the forecasts 

for the Asia region, and the significance of the seasonal forecast over Asia, 

using two years of forecasts from October 1997 through October 1999. In 

particular, near-surface meteorological parameters, including temperature, 

precipitation, soil moisture, relative humidity, wind speed, and a fire weather 

index (a nonlinear combination of temperature, wind speed, and relative 

humidity) are skillful at weekly to seasonal time scales over much of the 

Asia region. Still, there are many improvements that can be made. The 

purpose of this paper is to provide a baseline for further development of 

the global model as well as various regional and specialized application 

models. 

(Key words: Seasonal forecasts, Regional climate, Numerical prediction, 
General circulation model) 

1. INTRODUCTION 

The Scripps Experimental Climate Prediction Center (ECPC) has been making 
experimental, near real-time, long-range (up to 12 weeks) global dynamical forecasts since 
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Sept. 26, 1 997. Images from these forecasts are regularly shown on the ECPC world wide web 
(WWW) site (http://ecpc.ucsd.edu/) (see Roads et al. 2000b). In collaboration with National 
Taiwan University (NTU), regional images of these global forecasts are also displayed on a 
Taiwan site (http://wu.as.ntu.edu.tw/er.htm). In addition, digital products from the ECPC glo­
bal forecasts are being provided as boundary conditions for a regional forecast model, which 

then makes higher resolution forecasts for Taiwan, which are also displayed on the NTU web 
site. These higher resolution forecasts are increasingly being used to reach out to various 
application users, who have continually demanded higher-resolution and longer lead-time fore­
casts than are currently available from operational meteorological agencies. 

In order to set the stage for a subsequent evaluation of the regional model forecasts, we 
decided first to develop an analysis of the global forecast model skill. In a previous paper, 
Roads et al. (2001; hereafter referred to as RCF), discussed the global forecast skill in general 
but mainly focused on regional United States forecasts. Here we focus on the Asian region, 
which has similar yet somewhat unique problems compared to those in the United States region. 
Only by understanding where regional problems lie in the global mod,el will we eventually 

understand how to enhance and properly utilize regional long-range predictions with both 
global and regional models. 

Since these experimental long-range forecasts extend way beyond traditional atmospheric 

predictability limits (e.g., Lorenz 1965, 1 982), it is important to stress that the foundation for 
this type of long-range prediction is based upon the interaction of the chaotic atmosphere with 

slowly varying boundary conditions. As discussed in RCF, persistent boundary conditions 
include anomalous sea-surface temperature anomalies (SSTAs), soil moisture, and snow. In 
that regard, it should be noted that slowly varying boundary conditions are externally provided 
to the global forecast model by persisting the initial SST As throughout the entire forecast. 
Internally, the model's slow varying soil wetness, which provides an intrinsic low frequency 
land forcing (especially during the summer when the surface fluxes are positive), may also be 

influential. In short, it is these persistent surface forcings that dynamical as well as statistical 
models are presumably exploiting in making skillful long-range predictions. 

For example, numerous statistical methodologies (e.g., Barnston and Smith 1 996; Ai and 
Chen 1998; Yuan and Wu 1998; Chu 1998) for making summer-season precipitation forecasts 
have previously shown the potential for making seasonal predictions for the Asia region. Al­
though various cases of experimental long-range global numerical model prediction have been 
done in China (e.g., Wong and Zhou 1998), an overall evaluation for this region has yet to be 

demonstrated. The purpose here, then, is to evaluate the forecast skill, errors, and biases of two 
complete years (October 1 997 through October 1999) of weekly to seasonal dynamical fore­
casts for the Asian region, which we believe will ultimately provide more useful utility than 
other long-range forecast methodologies. As will be shown, there is substantial skill in these 
long-range predictions. However, as noted by RCF, a major caveat is that our long-range 
forecasts during the evaluation period may be overly predictable, because of a strong El Nino­
Southern Oscillation (ENSO) cycle. That is, there is strong and persistent tropical forcing 
associated with the large tropical sea-surface temperature anomalies, like the ones that oc­
curred during the 1 997/98 El Nino and 1 998/99 La Nina. In fact, a number of papers have 
commented upon the increased predictability during previous events (see Barnston 1 994; 
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Brankovic et al. 1994; Kumar and Hoerling 1998). Other caveats about our evaluation will be 
discussed later. 

In section 2, we briefly describe the global spectral model, as well as the initial conditions 
and validating analysis and our error and skill measures. Section 3 describes geographic char­
acteristics of seasonal forecasts. Section 4 describes temporal characteristics of seasonal 
forecasts. Section 5 describes the average forecast skill of weekly to seasonal forecasts. Conclu­
sions are provided in Section 6. 

2. METHODOLOGY 

2.1 Global Spectral Model 

The global model used for this study is the National Centers for Environmental Prediction's 
(NCEP's) frozen version of the global spectral model (GSM; Kalnay et al. 1996; Roads et al. 
1998,1999). This model, which has undergone steady improvement for a number of years (see 
Caplan et al. 1997), became on January 10, 1995, the basic global model used for the NCEP/ 
NCAR reanalysis (see Kalnay et al. 1996). A newer version of this model is used for four 
times daily global data assimilation system (GDAS) analysis and for making extended to me­
dium-range (6-14 day) predictions. 

Our particular version of the GSM uses spherical harmonics with a triangular truncation 
of T62 (roughly 200-km resolution at equator) and 18 irregularly spaced vertical levels 
(L18T62). These levels are concentrated near the lower boundary and tropopause. Interested 
readers should refer to the RCF for a brief discussion of the model structure and physical 
packages. It should be noted that a number of more recent improvements have been imple­
mented in NCEP models, which may ultimately prove useful in increasing the forecast skill 
(see Hong and Leetma 1999; Kanamitsu, personal communication). In that regard, it is our 
intention to eventually transmigrate our forecast system to a more recent version of the NCEP 
model and to re-examine the skill in the new system. It should also be noted that a regional 
spectral model (see Juang and Kanamitsu 1994; Chen et al. 1999; Anderson et al. 2000; Roads 
and Chen 2000), with the same basic parameterizations as the GSM, is also being used to make 
higher-resolution forecasts for the Taiwan region. The forecast skill of the higher-resolution 
regional forecast model will eventually be compared to the skill of this global model, as soon 
as we can obtain an adequate number of regional forecasts. 

2.2 Initial Conditions 

The initial conditions for the GSM forecasts come from the NCEP Global Data Assimila­
tion System (GDAS) operational analysis (L28T126), which are posted in a timely fashion on 
a rotating disk archive at NCEP. We have managed to access these initial conditions almost 
every day for the OOUTC analysis from Sept. 27, 1997 to the present (L28Tl26 analyses were 
available from OOUTC Sept. 27, 1997 to OOUTC Mar. 16, 2000; thereafter L42Tl 70 became 
available). These higher resolution analyses are then transformed to lower resolution initial 
conditions (L18T62) by linearly interpolating between vertical sigma levels, spectrally trun-
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eating the spectral components, and bilinearly interpolating the higher resolution surface grids 
to our lower resolution grids (and land mask). We have also tried to access initial conditions 
for the 3 other analysis times (06, 12, 18 UTC) but had less success for various reasons. 

The GSM is capable of changing the land-surface conditions (snow and soil moisture) 
and thus only initial conditions are needed over the land regions. However, ocean conditions 
must be specified during the course of a prediction. We change the SST climatological compo­
nent continuously throughout the integration, and maintain the initial SSTA throughout the 
forecast integration. The sea-ice distribution is only changed climatologically. Obviously it is 
of interest eventually to use coupled ocean-atmosphere models as well as coupled land-atmo­
sphere models to make seasonal predictions. Unfortunately, no coupled ocean-atmosphere 
model has yet been shown superior to simply persisting the SSTA for at least the first 12 
weeks and using that as a boundary condition for the atmospheric model. 

2.3 Validating Analyses 

Although the operational GDAS analyses are sufficient to start our GSM forecasts, they 
are not sufficient to evaluate the desired forecast variables. For example, only atmospheric 
state variables such as temperature, humidity, winds, surface pressure, and surface state 
variables, such as soil moisture and snow, are available in the GDAS sigma files and surface 
files. Another (the so-called flux file) is developed from 6 hour forecasts with the MRF models, 
and contains near surface information, such as 2�meter temperature, humidity, 10-meter winds, 
surface latent, sensible, radiative fluxes and top of atmosphere radiation fluxes, and precipitation. 
These GDAS flux files were more difficult to access. Although we could have also used the 
NCEP reanalysis files to validate the model (and we did use these files to develop preliminary 
climatologies before we had the GDAS files), we were never able to access these files in as 
timely a manner as the GDAS files. 

In order to extend backward the validati6n forecast period to the time when we first started 
archiving initial states, and to have available in near real time validating observations, we 
decided to develop our own flux files. Therefore, for our main validation effort, we now use 
one-day forecasts (the first forecast day of our 7-day forecasts made every day from 00 UTC 
analysis initial conditions). There are only three missing 00 UTC initial states in more than a 
two-year period and for these periods we used a previous two-day forecast to generate the 
associated daily flux files. These one-day forecasts are not exactly the same as the operational 
analysis, which is based upon 4 Xdaily 6-hour forecasts from the latest high-resolution global 
model, or the reanalysis, which is based upon 4 x daily 6-hour forecasts with our version of the 
model. Nevertheless they do form a useful approximation that can at least be used to estimate 
forecast skill upper bounds. As described in RCF, forecasts validated against these 1-day fore­
casts are slightly more skillful than forecasts validated against NCEP's operational analysis. 
In turn, forecasts validated against operational analysis are likely to be more skillful than 
forecasts validated against raw station observations. For future reference, the validating 1-day 
forecast analyses will be referred to as the Vl or 1-day forecast analysis. The more incomplete 
GDAS operational analysis (referred as VO) will not be used in this paper, but some compari­
sons to VI were discussed by RCF. In particular, it was found that the validating characteris-
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tics using VI and VO were very similar, except that VO produces somewhat lower skills and 
larger biases. 

Although the 1-day forecast analysis validation set (VI) is certainly useful in the absence 
of other complete validating data sets, at least there are better approximations to the global 
precipitation. In particular, Xie and Arkin (1997) have developed a global precipitation data 
set that not only extends back to 1979 monthly means, but also provides higher temporal 
resolution pentad means. The Xie and Arkin data set comes mostly from satellite and gauge 
measurements (numerical weather prediction estimates are mainly used only in high latitudes 
to fill in missing grid points). These pentads were interpolated into weekly means (by first 
interpolating them into daily means and then subsequently accumulating the daily values into 
weekly means). This analysis will be referred to as the VX or Xie and Arkin analysis. It should 
be noted that other precipitation data sets, including some of the newer data sets being devel­
oped from the Tropical Rainfall Measuring Mission, were also utilized for some of the global 
forecast comparisons and that similar model forecast skill was found. Apparently, the forecast 
differences between our forecast model precipitation and the various precipitation data sets 
are larger than the variability among the data sets themselves. 

2.4 Forecasts 

Seven-day GSM forecasts are made every day, and digital files are transferred to an anony­
mous ftp site in order to provide general information to interested researchers as well as to 
develop the basic I-day validating analysis (VI). Here we examine the 12-week GSM forecasts, 
which are made only once a week (every weekend when the greatest computer capacity is 
available) as an extension to the daily forecasts. These 12-week forecasts are then archived 
into weekly averages, which can be further averaged into 3 monthly (4-week) averages and a 

seasonal ( 12-week) average. Because of limited archive capacity, we decided not to evaluate 
time scales ofless than a week, at least initially. These 12-week forecasts are also used to drive 
associated regional models for the Taiwan region, which will be discussed in another paper. 

2.5 Skill Measures 

As discussed by RCF, we evaluate the forecasts by examining the average difference or 
bias of the forecasts: 

Bias=[F-O]=[F]-[0] , 

where [ ... ] indicates a climatological average, which is time (monthly and forecast lag) 
dependent.Fis the forecast average (weekly, monthly, seasonal) and 0 is the corresponding 
validating observation or analyses with the same time averages. The ensemble average can 
also be a spatially (cosine) weighted average 

{Bias} = {[ FJ}-{[OJ} , 
where { ... } indicates the spatially (cosine) weighted average. See Figs. 1-4 for the Asian do-



382 TAO, Vol. 12, No. 2, June 2001 

main used in this paper. 
We develop climatological averages of weekly to seasonal forecasts since biases have a 

seasonal dependence. As will be shown, for spatial averages over the Asia land area, there is a 
tendency for seasonal temperature forecasts to have a negative bias during the fall and a posi­
tive bias during the spring, indicating a shifted GSM seasonal cycle. Biases can also have a 
geographic dependence. As will be shown, the western tier of China has a cold bias and the 
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eastern tier has a warm bias. Also, biases depend upon forecast lag. Forecast biases for the 1st 
week are different from the forecast biases for the 12th week. For example, initial GSM relative 
humidity is wet but by the 12th week a dry bias develops. 

Another skill evaluation is concerned with how well the model forecasts anomalies from 
the mean climatological state. It is usually quite difficult for dynamical models to exactly 
reproduce the mean state, even though they can still forecast the variations about the mean 
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state. To evaluate the skill of these anomaly forecasts, we remove the associated (forecast or 
observed) climatological state for each grid point, for each initial state month, and for each 
forecast lag time. Averaging each monthly average with a 3-point Shapiro temporal filter 
removes noisy two-gridpoint temporal variations in the monthly climatologies. The anomalies 
are then defined separately for the forecast, F, and validating analysis, 0 by: 
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F' = F - [ F] and O' = 0 - [ O] , 

where O' is the observed (or analysis; note again that we are equating the analyses described 
above with observations; referring to the analysis as observation for some variables, like 
temperature, is probably adequate, but for other variables, like soil moisture, the analyses are 
probably inadequate) anomaly. 
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To evaluate skill significance, we now have correlations as normalized values as well as a 
body of standard literature about them 

[F'O']-[F'][O'] [COR(x)] = ---�----­
([F'2] __:_ [F']2)112([0'2]-[0'f)1r2 

This correlation can be calculated for each grid point to give spatial maps of the ensemble 
correlation for a complete annual cycle. For 104 (once a week from 10/97-10/99) independent 
forecas�s, a correlation above 0.16 is considered significant at the 95% level (see Von Storch 
and Zwiers 1999). Assuming some degree of dependence between the weekly forecasts of 
seasonal means, we only plot correlations above 0.2 in the geographic maps (Figs. 1-4) of 
seasonal forecast mean correlation .. 

Correlations can also be calculated for various domain averages to provide an instanta­
neous average value, which can also be used to estimate how significant ensemble spatial 
averages are. In this case the time varying correlations consist of spatially weighted grid points 
for each forecast 

{ F' O'} -{ F'}{ O'} 
{COR(t)} = --�---=-"-���--

C{ F'2}-{ F'}2)112({ 0'2}-{ 0'}2)u2 . 

In particular, by calculating the temporal variations of spatially averaged correlations, 
one can estimate the standard deviations of the correlation for each collection of forecasts. 
That is, the standard deviation of the spatial correlations provides a measure of the climato­
logical uncertainty for each forecast variable. This correlation can then be further transformed 
to a normal variable (see Roads 1989), although this makes only a small difference in practice. 

Unfortunately, this measure of uncertainty breaks down for geographically small areas 
where the observed and forecast variations can be of one sign; that is, for small areas { F'} and 
{ O'} can be nonzero instantaneously, even though [ { F'}] and [ { 0'}] are zero. Although 
removing the spatial average presumably affects both the numerator and denominator, in prac­
tice it appears to reduce the numerator more. Thus [ { COR(t)}] can be noticeably smaller than 

[ { F' O'}] -[ { F'} ][ { O'}] 

Because of this area mean problem in calculating instantaneous correlations for small 
areas, the normalized covariance was used to estimate the skill significance for individual 
times (see Figs. 5-8). That is 

{COV(t)}- {F'O'} 
- C{F'2}/12({0'2}yr2 , 

and then because [ F'] and [ O'] are identically zero for the climatological mean 
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Indeed, time (actually ensemble) averages of the temporally varying normalized covari­
ance were much closer to time and space averaged correlations, which validates the use of 
instantaneous normalized covariance to estimate the significance of the ensemble correlations. 
It should be further noted, however, that it is mainly the time a verage that is affected by the 
choice of normalized covariance or correlation. Temporal variations in normalized covariance 
are actually quite comparable to temporal variations in correlation. 
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Anyway, our measure of uncertainty here for an individual spatially averaged forecast 
will be two standard deviations of the normalized covariance, which is significant at the 95% 
level. That is 

V � 2[(COV -[COV]2]112 . 

It should be further noted that the standard deviation, U, for an ensemble of N indepen­
dent forecasts is 
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U=V/N112 

We assume this serial independence mainly for simplicity. In that regard it should be noted 
that the amount of serial dependence depends upon forecast variable as well as average, lag, 
etc. 

In summary, to evaluate the significance of the spatially and temporally (ensemble) aver­
aged forecasts, we assume that the skill is significantly different from zero if the correlation 
minus U, which is an estimate of two standard deviations of the ensemble mean, is greater than 
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zero. As will be shown, almost all forecasts are skillful, although some are more skillful than 
others. 

· 

3. SPATIAL CHARACTERISTICS OF SEASONAL FORECASTS 

In this section we describe characteristics of the seasonal mean (12 week average) fore­
cast fields and their biases and correlations with respect to Vl and VX over the Asia region. 
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We examined 6 near surface variables; 2-m temperature, 2-m relative humidity, 10-m wind 
speed, soil moisture, precipitation, and a fire weather index. The basis for the fire weather 
index, a useful index in fire-preventing management, was described by Roads et al. (1991, 
2000a). Suffice it to say that the fire weather index (FWI) represents a simplified index for fire 
potential that has proven useful in several cases, especially for global forecasts. The skill of 

these forecasts will be discussed below after we first discuss the skill of the basic meteorologi­
cal variables. 

As shown in Fig. la, GSM seasonal forecasts for the daily averaged 2-meter surface tem­

perature provide typical 2m-temperature field, high in the tropics and decreasing toward high 
latitudes and elevations. Figure lb shows there is a tendency for the forecasts to have a small 
cold bias over most of the land region. The bias is generally small. The correlation of seasonal 
mean forecasts, Fig. le is high just about everywhere. The highest skill is found over the 
Tibetan plateau as well as most of the land regions. Regions with relatively low skill appear 
over the Inda-China monsoon area and the northwestern subtropical region. The low skill is 

probably due to the use of persistent SSTA over a region with highly variable SST. Since 
variable SSTA invalidates our use of persistent SST A, it would be of interest eventually to 
compare these forecasts with forecasts using observed and climatological SST As in order to 

understand current and possible future (coupled ocean-atmosphere) temperature prediction 
capabilities. 

GSM seasonal forecasts of precipitation have a characteristic monsoon precipitation over 
the Indian Ocean and South China Sea (Fig. 2a). These climatological maximum precipitation 
areas also have considerable bias (presumably due to the defects of the model precipitation 
schemes, see Kalnay et al. 1996) with respect to the VX validating analysis (Fig. 2b). Seasonal 
precipitation forecasts diminish in amplitude over the East China Sea, while monsoon oceans 

have a wet bias, as do inland Asia regions. The seasonal mean forecast correlations are statis­
tically significant in several regions; mainly those associated with the Indian and East Asia 
monsoon phenomenon (Fig. 2c) in the Pacific and Indian Ocean, indicating that the variations 
are fairly well predicted despite noticeable bias. The skillful forecasts in these regions might 
be very well attributed to the strong influences (e.g., Lau and Wu 1999) of the slowly varying 
tropical SST which we persist the initial anomaly. It should be noted again, however, that the 
bias is taken into account before evaluating the correlation. That is, as discussed previously, 
each forecast lead has an associated (monthly and forecast lead-time) climatology removed 
before evaluating the correlation. 

The least skillful seasonal forecasts occur over storm-track region north of 35N near the 

East China coastal area where the dry bias occurs. This is presumably a defect of underesti­
mated cyclogenesis in the model. Since the soil moisture is well predicted over this area (and 

will be shown later), we again suspect that the assumed non-interactive SST A over the East 
China Sea may partially explain the low forecast skill in this region. 

The GSM seasonal forecast soil moisture in Fig. 3a (total water content in 2-meter column 

of soil) demonstrates low values over the Gobi desert where precipitation in Fig. 2a is also 
low. Higher values occur for Southeast China and Inda-China. Figure 3b shows the biases of 
seasonal forecast climatology with respect to the validating analysis. The bias is noticeable 
and is related to the biases in the forecast precipitation field. For example, the high bias over 
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central China and low bias over Indo-China peninsula. Again, the bias can be removed and the 
seasonal forecasts show considerable skill (Fig. 3c ), comparable to the skill previously shown 
for the temperature field. The correlations are fairly high about everywhere, ranging from .6 to 
.8. As shall be shown, later, all of this forecast skill is presumably related to the low frequency 
variability of this field. In that regard it appears to be more important to obtain an accurate soil 
moisture analysis for initializing the model than it is to make the actual forecast. 

As shown in Fig. 4a, the GSM seasonal forecast fire weather index (FWI), which basi­
cally reflects wind speed and relative humidity, is the inverse of the relative humidity and soil 
moisture. It is relatively high in those regions of low soil moisture (Fig. 3a) and relative hu­
midity (not shown but very similar to Fig. 3a). Although variations in the FWI are also re­
flected by the wind speed, it does not include vegetation stress, which must somehow be 
related to soil moisture, and which is better incorporated in standard fire danger indices (See 
Roads et al. 2000a). As shown in Fig. 4b, there is a tendency for the forecasts to have a nega­
tive bias in the northern Asia and positive bias over southeastern Asia. Not shown in this paper 
for the sake of brevity, but this dipole pattern can be traced to the tendency for the model to 
have relatively high (low) relative humidity and a negative (positive) wind bias over the low 
(high) FWI biases. Still, seasonal forecast correlations (Figs. 4) are high over much of the 
Asia, except for the Tibetan Plateau. The correlation pattern resembles more the relative hu­
midity correlation pattern (not shown) (instead of the wind speed correlation pattern), indicat­
ing that it is the relatively accurate forecasts of relative humidity, more than windspeed, that 
provide some skill for the forecast FWI at long (seasonal) time scales. 

4. TEMPORAL CHARACTERISTICS OF SEASONAL FORECASTS 

Temporal characteristics of temperature variations over the Asia land region with respect 
to validating analysis, Vl, are shown in Fig. 5. The seasonal forecast temperature fields are 
quite consistent with the validating analysis, which is shown in Fig. 5a. In comparison to the 
strong seasonal variations, differences between the validating analysis and forecasts are very 
small. The differences only show up in the biases (Fig. Sb), which indicates a tendency for the 
seasonal forecast to have a distinct maximum cold bias during the early fall and a maximum 
warm bias during the spring. Similar features occur for the global means as well as over U.S. 
(Roads et al., 2000). Figure Sc shows that the seasonal forecast spatial variances are slightly 
larger than the analysis (Vl) variations, but still faithfully represent the intraseasonal variations. 
This quantity is calculated as the root-mean-squared (RMS) of the respective seasonal forecast 
and analysis. Figure 5d shows the temporal variations of the normalized covariance between 
forecasts and validating analysis. Consistent with the spatial covariance in Fig. le, the skill is 
quite high throughout the entire experiment period, except during the seasonal transition in 
March and April. Note that the skills have fairly strong temporal variations but do not demon­
strate any significant seasonal variations. However, it seems that this intraseasonal variation 
was much weaker after the La Nina began. Relative humidity (not shown) also has a very 
similar temporal variation as the 2-meter temperature. The reasons for the variation contrast in 
skill are currently unknown, but may be related to intraseasonal variations in the tropical re­
gion (see Chen et al. 1993). 
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Temporal characteristics of Asia region precipitation variations with respect to validating 
analysis, VX, are shown in Fig. 6. Note that the seasonal forecast precipitation fields show 
strong biases with the VX validating analysis (Fig. 6a). As seen in Fig. 6b, the model bias, with 
respect to VX, has a strong seasonal cycle. A large wet bias occurs during mid-winter and dry 
bias occurs in the fall, which in effect is a decreased precipitation annual cycle. By contrast, 
the maximum wet bias over the U.S. land region occurs during May-June (see RCF), which 
results in an enhanced annual cycle there. Biases can have complicated seasonal and regional 
variations. Despite this strong bias, the spatial variations in the seasonal forecast are compa­
rable to the analysis variations (Fig. 6c). Generally, large climatological precipitation corre­
sponds to larger spatial variance. Unlike the bias, Fig. 6d shows that skill has no seasonal or 
inter-annual pattern. In contrast to the strong seasonal pattern in skill over U.S. land region 
(RCF), the skill over the land regions of Asia have an even more significant skill 0.35 (99%) 
level, with the possible exception of the winter of 1998-99. 

As discussed earlier, soil moisture is the most skillfully predicted variable in the model 
due to its slowly varying characteristics. Temporal characteristics of soil moisture variations, 
with respect to the validating analysis, are shown in Fig. 7. The model reproduces the strong 
annual cycle in the analysis as in Fig. 7a. The bias (Fig. 7b) is relatively small in comparison to 
its total value. Figs. 7c shows that the analysis and forecast GSM variations are comparable -
albeit somewhat higher in the forecasts, like all the other forecast fields. Figs. 7d show that 
skill, as measured by normalized covariance has a seasonal pattern, with the highest skill 
occurring during the wintertime. Although the soil moisture may have a noticeable impact on 
the near surface temperature over the U.S. (e.g., Huang and van den Dool 1993), temporal 
variations of 2 meter temperature skill (Fig. 5d) show little relevance to soil moisture skill in 
this region. 

Figure 8 shows temporal characteristics of FWI variations. Like the soil moisture, there is 
a distinct annual cycle with lower FWI during the first early fall and higher FWI during late 
spring (Fig. Sa). However there is also a noticeable bias in the FWl (Fig. Sb), which is due 
mainly to the bias in the relative humidity (not shown). The model's relatively weak wind 
speed in this area also contributes to this bias. Again, the forecast model standard deviations 
are somewhat stronger than the analysis standard deviations (Fig. Sc). The normalized covari­
ance skill is statistically significant and shows little seasonal variation (Fig. Sd) but strong 
intraseasonal variation. 

5. ENSEMBLE SKILL AND SYSTEMATIC BIAS OF WEEKLY TO SEASONAL 

FORECASTS 

Figure 9 shows the average skill as measured by spatially averaged correlations for weekly 
GSM forecasts (thin solid lines) versus weekly persistence forecasts using Vl (VX for 
precipitation) (thin dashed line). Error bars (+-U) indicate an estimate for 2 standard devia­
tions for the average forecast skill. Again, these estimates are made by calculating the standard 
deviations of the normalized covariance of individual forecasts (the normalized seasonal co­
variance were shown previously in Figs. 5-S). Also shown are monthly forecast ("O") and 
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used for precipitation, and Vl is used for all other variables. Estimates of 

the time-average forecast variations (discussed in the text) are shown by 
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There is skill at weekly to seasonal time scales that is larger for the forecast model than 

persistent forecasts for temperature and wind-speed. For these two variables, the skill is sig­

nificant for up to 12 weeks. For all variables, except soil moisture, the skill is higher when 4-
week averages (monthly means) or 12-week averages (seasonal means) are used. This is shown 

by skill greater than the persistent forecast uncertainty represented by the error bars. Presum­

ably this time average skill arises because of the persistent boundary conditions. The skill is 

especially high for the surface temperature (Fig. 9b) and soil moisture. Not surprisingly, pre­
cipitation (Fig. 9a) appears to be the most difficult variable to forecast. Wind-speed (Fig. 9d) 
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is also difficult but the skill is statistically better than the persistent forecast . Relative humidity 
forecasts (Fig. 9c) sho w relatively high skill, although given the strong influence of tempera­
ture on relative humidity , this should perhaps not be too s ur prising . Fortunately the FWI (Fig . 
9f) depends more upon relative humidity than wind speed and reveals similar skill characteristic. 
For all variables , regional skill is higher than the g lobal skill (not sho wn). There are likely 
various reasons for this increased regional skill , including potential intrinsic skil l. However, 
because of the smaller domain ,  and the less number o f  independent grid points, variations in 
individ ual regional forecasts (error b ars) are much larger and the significance of the skill is 
therefore lower. 

Due to its slo wly vary ing chara cteristics, it is not surpri sing to see that the model so il 
moisture provides almost identical skill as persistence at  the 1st week. However at longer range, 
similar but still somewhat lower skill than the persisted soil moisture anomaly is found. Since 
the Vl soil moi sture analysis is presumably very similar to the GDAS, which is subject to the 
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non-stationary changes in NCEP's operational analysis scheme during these two years period, 
our frozen version of the forecasting model might have an inconsistent temporal variation 

compared with the analysis. Another possible reason is that the soil moisture in the model 
accumulates all precipitation and evaporation errors as the forecast progresses. This is a prob­
lem which is not too dissimilar to what has been found in efforts to forecast midlatitude sea 
surface temperature (see Miller and Roads 1990). That is, atmosphere-ocean coupled models 

have so far only succeeded in making better predictions in the tropics.  Globally, SST and soil 
moisture are still predicted better by using persistence. Again, it is this persistence that pre­

sumably helps to provide the forecast skill demonstrated in other variables. In that regard, it 
should be noted that the fire danger index includes a number of vegetation characteristics that 
presumably act like soil moisture. Thus fire danger has an unrealized potential long range 

forecast capability that may be achieved in part by the slowly varying initial vegetation state as 
well as the faster varying and more difficult to predict windspeed and relative humidity. 

Perhaps as a result of slowly varying boundary conditions, all variables, except for soil 

moisture, show a positive influence of time averaging, indicating that forecasts of time aver­
ages show improved skill. These increased time average skills can still be identified, even over 
lags of 2 months. Note that at 2 months lag the influence of the high skill at the first few days 

of forecast is not accounted for. In the previous experiments discussed by Roads (1989) and 
Chen et al .  ( 1993), time averaging did not have a strong impact, presumably because the fore­
cast time (up to a month) was too short to be influenced by slowly varying boundary conditions. 
Now that we have the capability to make longer forecasts, time averaging does seem to help. 
Note that seasonal forecast skill at zero lag is also almost as good as forecasts of one month at 
zero lag, indicating the usefulness of dynamical models (in a time averaged sense) at this time 

range. 
Figure 10 shows the average biases over Asia (land only) that develop during the forecasts. 

Apparently there is a significant amount of precipitation spin-down after the initial spin-up 
during the first week of forecasts (Fig. l Oa). Temperature (Fig. l Ob) has a cold bias, with a 

similar quick adjustment during the second week as in precipitation. Relative humidity has a 
small positive bias almost throughout the entire lags (Fig. lOc). Wind speed shows an initial 
small positive and then a negative bias (Fig. lOd). Soil moisture seems to have a longer adjust­
ing time scale than other variables. The positive bias increases to the maximum value at 51h 
week, then decreasing to its initial level, unlike the continuing drying trend over U.S. land 
region (Roads et al. 2000). We believe that this decrease is not finished at the end of the 1 2th 
week (Fig. lOe), and the trend will continue to a slightly negative bias as GSM experiment 
suggested in Roads et al. (1999). Because of the positive relative humidity and negative wind­
speed biases, the FWI is too weak initially, but then approaches to zero bias as forecast times 
increase (Fig. lOf). This change mimics the relative humidity variations, although clearly the 
wind speed bias is also important, indicated from the first few weeks of forecasts. Noticeable 
differences in bias can be seen when comparing Fig. 10 to that in Roads et al. (2000) over U. 
S .  land region, especially for relative humidity, soil moisture and FWI. The causes of these 
regional dependent biases are rather complicated and currently unknown. However it is im­
portant to recognize the inherent biases in the forecasts, for each geographic region, for each 
season (not shown), and for each time lag. However, it should also be recognized that, despite 
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these biases, skillful seasonal predictions of the anomalous variations can still be made so long 
as proper accounting for the biases are made. 

6. SUMMARY AND DISCUSSION 

The Scripps Experimental Climate Prediction Center (ECPC) has been making 
experimental, near real-time global forecasts since Sept. 26, 1 997. The global forecast model 
is based upon the National Centers for Environmental Prediction' s  (NCEP's) global spectral 
model (GSM; Kalnay et al. 1996). The initial conditions and SST boundary conditions come 
from the NCEP operational global analysis at 0 UTC. 7-day forecasts are made every day, and 
every weekend these forecasts are extended to 1 2  weeks. Although the SST climatology varies 
throughout the forecast, the initial SST climatic anomaly is artificially persisted throughout 
the forecast. Over 104 12-week forecasts have now been made (a 1 2  week forecast is made 
once a week; on Sept. 23, 2000 we will have 156 forecasts). The purpose of this paper has been 
to describe the forecast system as well as the various biases and errors over the regions of Asia, 
including the western Pacific, in order to augment RCF's United States focus. In brief, many 
relevant near-surface meteorological parameters (including temperature, precipitation, soil 
moisture, relative humidity, wind speed, and a fire weather index, which is a nonlinear combi­
nation of weather variables) are reasonably skillful at weekly to seasonal time scales over 
much of the Asia region. 

Surface temperature forecasts are the most skillful, with seasonal forecast correlations of 
.7. Not surprisingly, precipitation has much lower forecast skill of 0.3 .  Relative humidity is a 
bit more skillful at seasonal time scales with correlations at 0.35 .  Wind-speed forecasts are 
more problematic with seasonal forecast skill at 0.28. FWI, which is a nonlinear combination 
of windspeed and relative humidity, has a somewhat higher forecast skill, which presumably 
arises from the contribution of the relative humidity to the FWL Finally, soil moisture fore­
casts are skillful but show little skill beyond what is available from simply persisting the initial 
state. Nonetheless, the strong persistence of the soil moisture is presumably one of the control­
ling features on the ability of the model to make skillful seasonal forecasts of temperature and 
other variables. It should in fact be noted that for all other variables, the model forecast skill is 
generally greater than persistence. It should also be noted that forecast skill almost always 
increases with averaging length. This is due in part to the inclusion of skillful initial forecasts, 
however, additional skill does seem to occur and even monthly forecasts with two-month lags 
are more skillful than corresponding weekly forecasts with similar lags. 

Even better weekly to seasonal forecasts can probably be made. Now that we have exam­
ined the forecast skill of this model with persistent SST anomaly, we intend to conduct hindcast 
experiments with specified observed SST. The peculiar high bias and low skill regions over 
eastern China and Eastern China Sea will be the focus of these additional experiments. We 
will also upgrade the model to the latest operational model and repeat the comparisons. A 
number of noticeable improvements have been made since this model was frozen for the re­
analysis and were incorporated in the NCEP reanalysis II model (see Kanamitsu et al. 1998). 

Many regional extensions to ECPC' s experimental global forecast system are also under 
development. In particular, the GSM currently forces a regional spectral model (RSM; Juang 
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and Kanamitsu 1994; Juang et al. 1997) in order to gain increased spatial resolution (50-15 km 
resolution) for shorter time scales (4xdaily- 4-weeks) for several limited regions. (See also 
Chen et al. 1999; Roads et al. 2000). An effort is underway to produce and evaluate regional 
forecasts over the Taiwan area at 1 5-km resolution. Regional extensions and hydrological 
applications of the global and regional forecasts will be discussed in future papers. 
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