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ABSTRACT

This study compares the interannual variance of boreal winter near-surface tem-
perature (DJF T2m) with and without performing single model ensemble (SME) in 
seasonal hindcasts (DEMETER, ENSEMBLES, and NCEP CFSv2) and historical 
climate simulations (CMIP5). The results demonstrate that the extratropical tempera-
ture variability is significantly reduced after performing SME even though the signal 
in the tropical Pacific remains strong. Cancellation between positive and negative 
perturbations simulated by individual model members, of both tropical and extrat-
ropical origins, leads to the under-simulation. The atmospheric circulation induced 
by tropical Pacific sea surface temperature is not well represented in global climate 
models and the simulation is further deteriorated by SME, leading to an unrealisti-
cally weak interannual variance of simulated winter temperature in North America. 
Similar effect was also found in North Eurasia where winter temperature is strongly 
influenced by atmospheric internal variability and its interaction with land and ice/
snow in the middle-high latitudes. The SME procedure should be avoided when 
evaluating the model performance in simulating the higher-order long-term statistics 
(such as variance). Variance of individual models should be calculated first and then 
averaged among members. Models used in seasonal forecast and long-term climate 
simulation already have good capability in simulating the long-term statistics of sto-
chastic processes in the extratropics, although the capability in accurately simulating 
the temporal variation is still poor.
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1. INTRODUCTION

The weather prediction and climate simulation have 
been made possible through the continuous development 
and improvement of general circulation models (GCMs) in 
the past few decades. Seasonal forecasts and climate simu-
lations are carried out by different strategies using basically 
the same tools, the GCMs. The main difference between 
these two types of simulation is the initiation stage. Seasonal 
forecasts are highly dependent on initial conditions while cli-
mate simulations would be spun up until the system reaches 
a steady state to avoid the influence from initial conditions. 
Both types of simulations make use of the ensemble method 
to estimate the uncertainties that may come from imperfec-
tions of observations or model formulations (such as errors 
from numerical computation and parameterization) and the 

chaotic nature of the climate system. For seasonal forecast, 
when a large number of ensemble members are conducted, 
the ensemble result can produce a probability distribution 
that may provide information for decision making and risk 
assessment. For climate simulations, the ensemble result is 
more like an uncertainty range in which a steady state of the 
climate system may reach (Slingo and Palmer 2011).

The performance of seasonal forecasts and climate 
simulations are evaluated by two different approaches. 
For seasonal forecast, the single model ensemble (SME) is 
first calculated, some may involve multi-model ensemble 
(MME) as well. Then the ensemble means are evaluated 
based on their standardized verification system, which usu-
ally includes global and zonal means of hindcast anomalies, 
time series of climate indices, and various skill scores, such 
as anomaly correlation coefficients (ACC) (Miyakoda et 
al. 1972). Long-term climate simulations are evaluated by 
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comparing the long-term mean of climatology and the dom-
inant modes of variability with reanalysis or observational 
data. The model performance is often shown as a Taylor 
diagram (Taylor 2001) to gather a quick overall comparison 
between different climate models. In general, the seasonal 
forecasts are evaluated based on how close the simulated 
seasonal mean is to the observed mean at a given season. 
The long-term climate simulation is evaluated by the sta-
tistical characteristics of the Earth system, rather than how 
close the model emulates the exact condition in the reality.

The interannual variability is one of the climate varia-
tions that strongly influence human activities and can be 
simulated much better by GCMs than other climate varia-
tions, such as the Madden-Julian Oscillation (Madden and 
Julian 1971). Therefore, interannual variability has been 
extensively studied for both seasonal forecasts and climate 
simulations purpose. The seasonal forecasts have been 
shown to have good and stable predictability, especially for 
the winter season during which the most important influenc-
ing factor is the El Niño and Southern Oscillation (ENSO) 
(e.g., Weisheimer et al. 2009). However, extreme climatic 
events of temperature on seasonal timescale, especially in the 
extratropics, have been observed to increase in recent years 
(e.g., the record-breaking cold events in East Asia in late 
January to early February, 2016; an unusually warm winter 
in Alaska and the Bering Sea and coldness in Northeastern 
America during 2013 - 2014 and 2015 - 2016; Palmer 2014; 
Lee et al. 2015). The ability in simulating and forecasting 
the extratropical interannual variability that may arise due 
to factors other than ENSO is relatively unexplored.

Several studies have suggested that the cold winter ex-
tremes in the northern continents may be associated with 
Arctic sea-ice loss (e.g., Tang et al. 2013; Cohen et al. 2014; 
Mori et al. 2014; Lee et al. 2015; and reference therein), 
but large uncertainties remain due to our limited knowledge 
about the climate system. It is therefore important to un-
derstand the ability of the current state-of-the-art GCMs in 
simulating and forecasting the interannual variability in the 
extratropics. The long-term climate simulations may pro-
vide us information to find the possible factors or mecha-
nisms that influence the climate in the extratropics. In this 
study, we evaluate the performance of climate models in 
this aspect using boreal winter (December, January, Feb-
ruary) near-surface (2-m height) temperature (DJF T2m). 
The result shows that SME significantly decreases the in-
terannual variability in both seasonal forecasts and climate 
simulations, especially in the extratropics. Next, we show 
the damping impact of SME on physical processes that may 
then weaken the variation of T2m over different Northern 
Hemisphere (NH) continents.

The data and methods for analysis are described in sec-
tion 2. The interannual variability computed via different 
procedures and the simulation spreads of different sets of 
data are compared in section 3. The corresponding physical 

processes that influence extratropical winter temperature and 
how these processes are influenced by SME are discussed in 
section 4. Section 5 is the discussion and summary.

2. DATA AND METHODS

In the past, the European Union had completed two 
consecutive projects that evaluated the capability of state-
of-the-art coupled atmosphere-ocean models in seasonal 
forecast for the past (or hindcasts). The first project is called 
the Development of a European Multimodel Ensemble Sys-
tem for Seasonal to Interannual Prediction (DEMETER) 
project (Palmer et al. 2004). The second project is a newer 
generation called EMSEMBLES (Weisheimer et al. 2009). 
Both projects had contributed valuable results to improve 
seasonal forecasts. The DEMETER project includes 7 cou-
pled atmosphere-ocean models. Each model produces a set 
of 6-month simulations with 9 different initial perturbations 
(by perturbing wind stress and sea surface temperature, SST) 
from 4 starting dates (see Table 1 and Fig. 1 in Palmer et al. 
2004 for the details of the models and initial conditions). 
The hindcast data range from 1980 - 2001 (some back to 
1958). The ENSEMBLES project is a 46-year (1960 - 2005) 
hindcast dataset (the Stream 2 simulations) produced from 6 
coupled models (without flux adjustments) that consider ra-
diative forcings from major greenhouse gases, aerosols, and 
clouds. Each model was initialized using European Centre 
for Medium-Range Weather Forecast (ECMWF) operation-
al analyses or reanalysis (ERA-40) with 9 different initial 
perturbations as in DEMETER (see https://www.ecmwf.int/
en/research/projects/ensembles and Table 1 in Weisheimer 
et al. 2009 for the details). For both datasets, the DJF fore-
casts initialized at November 1 are used in this study.

A more recent dataset, the National Centers for Envi-
ronmental Prediction (NCEP) climate forecast system ver-
sion 2 (CFSv2), is used to provide an updated vision of the 
seasonal forecast. CFSv2 is a real-time forecast system that 
operates on a regular basis using a fully coupled model, in-
cluding the atmosphere, oceans, land, and sea ice (Saha et 
al. 2014). The 9-month hindcast is initiated every 5 days 
and run 4 cycles (00Z, 06Z, 12Z, 18Z) of that day (Fig. A1 
in Saha et al. 2014). We use the monthly mean time series 
initialized at October 29 and November 2 that provides 8 
ensemble members for DJF forecasts, starting from 1982.

For the long-term climate simulations, the World Cli-
mate Research Programme’s (WCRP’s) Coupled model in-
tercomparison project phase 5 (CMIP5) (Taylor et al. 2012) 
historical simulations are carried out from 1850 - 2005 forced 
by historical emissions. The ensemble members of each 
model consist of simulations initialized at different points 
in the pre-industrial control. Models that provide only one 
ensemble member are excluded and therefore there are only 
20 models in this study (listed in Table 1). For comparison, 
the ERA40 DJF T2m is used to evaluate the performance 
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of model simulations. ERA40 monthly means are available 
from 1957 - 2002 in 2.5° spatial resolution and after the 
analysis processes only the data during 1980 - 1998 remain 
in this study.

The analysis processes are shown in Fig. 1. Because 
the spatial resolutions are different between these datasets, 
all data are re-gridded to 64 × 128 global resolution (ap-
proximately 2.8°). The SME is the information disseminat-
ed to the weather and climate agencies for making regional 
and seasonal forecast. Therefore, we first calculate the SME 
of DJF seasonal mean for each model following this con-
cept. Because we are focusing on interannual timescale, 
the 9-year running mean is subtracted to remove variations 

with periods longer than this timescale. After the removal 
of 9-year running mean, the remaining range of year is 1980 
- 1998 for DEMETER, 1985 - 1997 for ENSEMBLES, and 
1987 - 2000 for CFSv2. The CMIP5 dataset is long-term 
simulations which have monthly data from 1980 - 2000. 
The temporal variance of the remaining time series is then 
calculated to obtain the interannual variability. The multi-
model mean variance of each project is calculated at the 
end, except CFSv2 because the system consists of only one 
model. We use the mean variance of multi models to indi-
cate the overall performance of the interannual variability 
in each project. The ensemble average calculated through 
these steps is indicated as SME+MME. In order to show the 

Projects Models

CMIP5 (20)

BCC-CSM1.1 CCSM4 CESM1-FASTCHEM CESM1-WACCM

CNRM-CM5 CanESM2 CSIRO-Mk3-6-0 FGOALS-g2

FGOALS-s2 GFDL-ESM2G GFDL-CM3 GISS-E2-H

GISS-E2-R HadGEM2-ES HadGEM2-CC MPI-ESM-LR

MIROC5 MIROC4 MRI-CGCM3 NorESM1-M

DEMETER (7)
CERFACS ECMWF INGV LODYC

MeteoFrance MPI UK

ENSEMBLES (6)
ARPEGEClimate4.6 DePreSys_HadCM3 ECHAM5_OPA8.2 ECHAM5_T63L31

HadGEM2 IFS31R1_HOPE-E

Table 1. The list of seasonal hindcasts and climate simulations analyzed in this study. Numbers in parenthesis indicate 
the number of models used in analysis.

Fig. 1. The schematic for analysis processes used in this study. See the main text for the description of analysis methods.
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impact of SME on interannual variability, we calculate en-
semble average without SME, meaning all ensemble mem-
bers are treated as individuals, and the ensemble mean of 
all individual members is indicated as MME (lower panel 
in Fig. 1). Both types of ensemble are computed by straight 
averaging. Note that both SME and MME can decrease the 
amplitude of interannual variability if the ensemble step is 
placed before the computation of variance. The reason that 
we emphasize on SME is because it is often placed at the 
first step in data processing.

The long-term-statistics based evaluation is different 
from the year-by-year performance evaluation, which is 
routinely conducted in the seasonal hindcast projects and 
forecast centers by computing the skill score of the fore-
cast seasonal mean fields. The mostly used method is the 
ACC, which only measures the similarity of spatial pattern 
between forecast and observed deviations from climatology 
(Miyakoda et al. 1972), but not the actual variance. There-
fore, to compare the contrast between the information re-
vealed by two different approaches, the skill score of DJF 
T2m, using the definition of Hirota and Takayabu (2013), 
is calculated to evaluate the similarity between simulations 
and the observation in terms of the distribution and ampli-
tude of the spatial pattern. The skill score used in this study 
is defined as the following
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where R is the pattern correlation between the models and 
the observational data and SDR is the ratio of the spatial 
standard deviation of the models against to that of the ob-
servational data. The score will be 1 for a simulation that is 
exactly the same as the observation.

3. INTERANNUAL VARIABILITY OF DJF T2M

The spatial pattern of DJF T2m interannual varianc-
es is shown in Fig. 2. In ERA-40 (Fig. 2a), the variance is 
large over the NH continents and tropical eastern Pacific, 
owing to the influences from extratropical large-scale cir-
culation systems and the ENSO, respectively. After the 
standard ensemble procedure (SME+MME), the simulated 
variance over the NH continents is significantly weaker 
than observed in all hindcast datasets (Figs. 2b - e). In ad-
dition, the variance in the Southern Hemisphere (SH) is 
all missing. The variance of ENSEMBLES (Fig. 2c) and 
CFSv2 (Fig. 2d) is particularly weak, even though both 
systems are more advanced than DEMETER (Fig. 2b). The 
tropical variance associated with ENSO is overestimated in 
DEMETER, but it is close to ERA40 in ENSEMBLES and 
CFSv2. The interannual variance of ENSO is well captured 
because the ENSO simulation is highly constrained by the 

slow evolving SST assimilated into seasonal forecasts. By 
contrast, in the CMIP5 ensemble (Fig. 2e), the interannual 
variance in the tropical eastern Pacific nearly disappears 
after the SME procedure. It can be easily understood that 
the occurring year and amplitude of ENSO events in the 
long-term climate simulations do not necessarily synchro-
nize between members due to the internal variability of the 
coupled atmosphere-ocean system and the signals will be 
partially canceled during the SME procedure. As shown in 
Fig. 3 (taking MeteoFrance from DEMETER, ECHAM5 
from ENSEMBLE, and CFSv2 as examples), the DJF T2m 
hindcasts over the tropical Pacific region (150°E - 80°W, 
15°S - 15°N) show highly consistent behavior between en-
semble members because it is influenced by the initial SST. 
However, the simulations using CanCM4 from CMIP5 var-
ies markedly between members (green lines in Fig. 3d), and 
therefore leading to an ensemble with much smaller vari-
ance compared to seasonal forecasts (black lines in Fig. 3). 
The CMIP5 tropical Pacific signal may be further canceled 
during the MME procedure and results in small variances.

If the ensemble is made without the SME procedure 
(i.e., MME, Fig. 2 right panel), the extratropical variance in 
all projects and the tropical variance in CMIP5 are well re-
tained. The difference between the two methods reveals that 
similar cancelation effect as for the tropical Pacific signal in 
CMIP5 may be involved for extratropical T2m during the 
SME procedure because the extratropical temperature fluc-
tuation is less regulated by the tropical oceans. The impact 
of SME on the variance can be more than half of the ampli-
tude. By contrast, the variance in the tropical Pacific shows 
very small difference with and without the SME procedure 
in seasonal forecasts, again reflecting the continuous influ-
ence of initial condition.

In order to show the influence from SME on each mem-
ber, Fig. 4 compares the area-averaged variances of each 
simulation with ERA40. The box and whisker indicate the 
median and spread of variance of all model members (see 
figure caption for the details). For the extratropical region 
(Fig. 4a), most of the models simulated variances compa-
rable to that in ERA40 (the horizontal dash line), except the 
much larger value from CFSv2. However, the variance of 
T2m with SME (red open circles) drops significantly in all 
projects. As for tropical Pacific variance (Fig. 4b), models 
in both ENSEMBLE and CFSv2 produced reasonable simu-
lation, while those in DEMETER tended to simulate much 
larger variance comparing to ERA40. In contrast to the 
extratropical variance, the SME procedure does not affect 
the performance in the tropical Pacific (red open circles in  
Fig. 4b) because of the strong influence of initial condition. 
The contrasted performance in the tropics and extratropics 
suggests that good ENSO simulation (forecast) does not 
necessarily yield reliable simulation in the extratropics. The 
median of tropical variance simulated by CMIP5 models is 
close to the observed but with a large spread. The influence 
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Fig. 2. The interannual variability of boreal winter near-surface temperature (DJF T2m). The top row shows ERA40. Results from each project are 
shown below with the project name indicated on the upper-left corners. The left panel shows ensemble variances using SME+MME method and the 
right panel shows results using MME.

(a)

(b) (f)

(c) (g)

(d) (h)

(e) (i)
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(a) (b)

(c) (d)

Fig. 3. The time series of averaged DJF T2m anomaly over tropical Pacific (150°E - 80°W, 15°S - 15°N) for (a) MeteoFrance (DEMETER), (b) 
ECHAM5 (ENSEMBLES), (c) CFSv2, and (d) CanCM4 (CMIP5). Green lines indicate ensemble members and black lines indicate single-model 
ensemble means. The red line indicates ERA40.

(a) (b)

Fig. 4. The spread of area-averaged variances of all simulations (indicated by the box-and-whisker representation), comparing to SME (red open 
circles) and ERA40 (the dash line), for (a) the NH extratropics (30° - 90°N, 0° - 360°) and (b) the tropical Pacific (15°S - 15°N, 150°E - 80°W). The 
whisker lower and upper ends indicate the minimum and maximum of the ensemble spread, the line in the box marks the ensemble median, and the 
box bottom and top are the first and third quartiles.
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of SME for CMIP5 tropical Pacific is seen clearly again as 
the values of SME (red open circles) are much smaller than 
the variance of individual members (the box and whisker) 
and ERA40 (the horizontal dash line). The results presented 
in this section indicate that if the interannual variance of 
individual member is calculated individually (i.e., the MME 
calculation in this study), the extratropical variance can be 
retained much better in seasonal forecast. For climate simu-
lation, both extratropical and tropical variances are kept bet-
ter as shown in Fig. 2.

The skill score of DJF T2m is calculated for the NH ex-
tratropical and the tropical Pacific areas (Fig. 5). The score 
of each winter season is computed and then averaged over 
the available period. For the NH extratropics (Fig. 5a), the 
scores of both individual member (indicated by the box and 
whisker) and the SME mean (red open circle) are very low 
in all projects, indicating poor capability of current AGCMs 
in hindcasting the spatial pattern of extratropical winter 
temperature. For the tropical Pacific (Fig. 5b), the scores are 
much higher and the SME (red open circles) increases the 
score slightly for seasonal forecasts but has little effect on 
CMIP5 as expected. Our calculation also indicates that most 
of the scores for the tropical Pacific are contributed from 
ENSO years (the scores can be more than 0.7 for strong 
ENSO years) whereas skill scores of non-ENSO years are 
often below 0.5 (figures not shown). Since the skill score for 
the NH extratropics shows no clear association with ENSO, 
it is suggested that ENSO’s contribution to model perfor-
mance is mainly confined in the tropics during strong ENSO 
events and is quite minimum in the extratropics.

4. DJF LARGE-SCALE CIRCULATIONS

The temperature variances over NH extratropical con-
tinents (North America and North Eurasia) are associated 
with different processes. The further question is what physi-
cal processes are sensitive to the SME procedure. ENSO 
has been identified as one of the major factors in shaping 
the interannual variability of temperature, precipitation, and 
circulation in the extratropics (Rasmusson and Mo 1993; 
Hurrell 1995; Trenberth et al. 1998; Allan 2000). The at-
mospheric waves induced by tropical thermal forcing was 
suggested by Hoskins and Karoly (1981). Recently, several 
studies suggested that a positive SST anomaly in the tropi-
cal western Pacific may induce Rossby waves and cause the 
extratropical circulation changes (Ding et al. 2014; Wang 
and Schubert 2014; Lee et al. 2015; Watson et al. 2016). 
There are also studies debating on the relative contribution 
from ENSO and the extratropical variability pattern (i.e., 
Baxter and Nigam 2015).

Other studies suggest connections with the Arctic sea-
ice decline (Francis and Vavrus 2012; Tang et al. 2013; 
Frankignoul et al. 2014; Mori et al. 2014) owing to the an-
thropogenic forcing. Recent studies identified the marked 

effect of the Arctic sea ice on the interannual variability of 
surface temperature and atmospheric perturbations over the 
high-latitudinal Eurasian and North American continents 
(Petoukhov and Semenov 2010; Kug et al. 2015). Furth-
more, the Arctic Oscillation (AO) and the Arctic sea ice were 
found to be dynamically linked (Yang et al. 2016). It follows 
that a numerical model should be able to not only simulate 
the internal variability associated with ENSO and AO/North 
Atlantic Oscillation (NAO) but also need to realistically 
capture the effect of the Arctic sea ice and its interaction 
with the high-latitude circulation. By contrast, Wallace et al. 
(2014) warns that the connection between Arctic sea-ice loss 
and mid-latitude extreme winters is not supported by obser-
vational studies (Barnes 2013; Barnes et al. 2014).

The connection between regional temperature and other 
physical variables can be easily shown by the cross-cova-
riance maps (Fig. 6). Figure 6a shows the covariance be-
tween T2m averaged over North America (40° - 70°N, 120° 
- 40°W) and T2m at all other grid points. The figure shows 
that North American T2m closely varies with tropical Pacific 
T2m. Figure 6b shows the covariance between North Ameri-
can T2m and 500 hPa geopotential height (Z500) at all grind 
points. It shows that the North American T2m is not associ-
ated with Arctic Z500 but is associated with North Pacific 
Z500, which is part of the wave-like pattern originating from 
the tropical Pacific. This wave-like pattern also influences 
T2m in the North Pacific and produces negative covariance 
values there. However, it has to be noted that the signal of 
thermal forcing is still from the tropics. The same calculation 
is carried out for the North Eurasian continent (40° - 70°N, 
1° - 150°E) as well (Figs. 6c and d). In contrast to North 
America, Fig. 6c shows very low covariance between the 
North Eurasia and the tropical Pacific, indicating minimum 
influences from ENSO events. However, the North Eurasian 
T2m is highly associated with the Arctic pressure variation 
and anomaly over the North Atlantic (Fig. 6d), suggesting 
the influences from high-latitude systems. A similar result 
was shown in Fig. 3a in Higgins et al. (2002). These high-
latitude influences have been suggested to be associated with 
Arctic sea ice loss and AO/NAO. Kug et al. (2015) identified 
two distinct geopotential height patterns over the Eurasian 
and North American continents that were associated, respec-
tively, with the temperature variation in the Barents-Kara 
Sea region and the East Siberian-Chukchi Sea region (their 
Figs. 3c and d). These two patterns resemble the covariance 
patterns shown in Figs. 6d and b, respectively.

The performance of each project in turns of simulat-
ing the physical processes associated with extratropical 
T2m is shown in Figs. 7 and 8. Figure 7 shows the covari-
ance between North American T2m and Z500 of each grid 
point (similar to Fig. 6b, but for models). In the left panel, 
the variables of ensemble members are averaged first (i.e., 
SME). Then the covariance is calculated and the multi-mod-
el mean covariance is then averaged. In the right panel, the 
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covariance is calculated first for each ensemble member and 
then straight averaged. Figure 7 shows that the covariance is 
clearly damped in the left panel, which means SME smooths 
out the amplitudes of atmospheric perturbations.

Figure 8 is the same as Fig. 7, but for comparison 
with Fig. 6d, showing the covariance between North Eur-

asian T2m and Z500 of all grid points. For North Eurasia, 
the physical processes that influence T2m are suggested to 
be atmospheric internal modes, such as AO/NAO and feed-
backs involved with the Arctic sea ice loss as mentioned 
previously. All of these processes are not simulated well 
enough in GCMs. Therefore, the covariances between North 

(a) (b)

Fig. 5. Skill scores of DJF T2m with respect to ERA40 for (a) the NH extratropics (30° - 90°N, 0° - 360°) and (b) the tropical Pacific (15°S - 15°N, 
150°E - 80°W). Scores for ensemble spread are indicated by the box-and-whisker representation, comparing to scores involving SME (red open 
circles). The whisker lower and upper ends indicate the minimum and maximum of the ensemble spread, the line in the box marks the ensemble 
median, and the box bottom and top are the first and third quartiles.

(a) (b)

(c) (d)

Fig. 6. The covariance between T2m (averaged over selected regions) and selected physical variables at each grid point, using the seasonal mean 
time series of ERA40 from 1980 - 2000. (a) Covariance between North American T2m (40° - 70°N, 120° - 40°W) and T2m at each grid point; (b) 
North American T2m and Z500 at each grid point; (c) North Eurasian T2m (40° - 70°N, 1° - 150°E) and T2m at each grid point; (d) North Eurasian 
T2m and Z500 at each grid point. Note the color ranges are different in the left and right columns.
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(a) (e)

(b) (f)

(c) (g)

(d) (h)

Fig. 7. Covariances between North American T2m and Z500 at each grid point (similar to Fig. 6b) for each set of model simulations (from top to 
bottom rows) with SME involved (left panel) or not (right panel). Note the color range is half of that in Fig. 6b in order to show details.
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(a) (e)

(b) (f)

(c) (g)

(d) (h)

Fig. 8. The same as Fig. 7, but for covariances between North Eurasian T2m and Z500 at each grid point (similar to Fig. 6d).
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Eurasian T2m and Z500 are mostly very small, except in 
CMIP5. This implies that the signals of atmospheric internal 
modes may be retained better in long-term climate simula-
tions than in seasonal forecast, but the exact reasons need 
further investigation. Still, the damping effect from SME is 
also seen in simulations.

The tropical-extratropical connection and the influenc-
es of SME can be examined by Z500 and U200. Z500 can 
represent the extratropical variability while U200 represents 
the tropical-extratropical variability. The interannual vari-
ability of Z500 (Fig. 9a) shows a strong signal in the North 
Pacific and secondary maxima in the North Atlantic and 
northwestern Eurasia. The latter is likely associated with the 
AO/NAO. The one in the North Pacific, which is located 
in the pathway of the wave-like perturbations (as shown in 
Fig. 6b) emanating from the tropical Pacific and also near 
one action center of the AO, is more likely to be associated 
with both ENSO and AO. This interpretation is confirmed 
by a comparison with the regression maps between Z500 
and the indices of ENSO, AO, and NAO (figures can be 
obtained from the NOAA/ESRL Physical Sciences Divi-
sion, Boulder Colorado from their Web site at http://www.
esrl.noaa.gov/psd/). Accordingly, the maximum variance of 
Z500 in the North Pacific is contributed from both tropical 
Pacific SST forcing and the AO while the one over North-
western Eurasia is contributed mostly from the AO/NAO. 
In addition, the Arctic sea ice variation is likely to influence 
both maximum variance as discussed above.

The tropical connection of the variability in the North 
Pacific can be further demonstrated in the observed interan-
nual variability of U200 (Fig. 10a), which shows a tripole 
pattern over the tropics and subtropical areas in the east-
ern Pacific and Atlantic Ocean. The large variance of U200 
over the Pacific can be attributed to the Rossby wave-like 
perturbations forced by the variation of tropical heating as-
sociated with ENSO (Hoskins and Karoly 1981; Ropelewski 
and Halpert 1986; Trenberth et al. 1998; Yang and DelSole 
2012). The perturbation influences the atmospheric circula-
tions and geopotential heights as propagating northward and 
influences the winter temperature in North America.

The influence of the SME procedure can be observed 
in Z500 and U200 as well (compare the left and right panels 
in Figs. 9 and 10). The interannual variation of Z500 (Fig. 9) 
shows that the variance over NH becomes much weaker af-
ter SME. The wave-like pattern in U200 (Fig. 10), although 
weaker, remains in all SME+MME seasonal hindcasts over 
the Pacific in which ENSO is included in the initial condi-
tions, but it is totally missing in the Atlantic Ocean and in 
CMIP5 ensemble mean (Fig. 10e). This result suggests that 
as the Rossby-wave like perturbation propagates from the 
tropics to the extratropics, the wave is dispersed and may 
interact with local perturbations that are less constrained by 
the tropical SST. Therefore, the amplitudes of extratropical 
circulation and T2m perturbations induced by the tropical 

forcing through this wave activity are both partially can-
celed between members during the SME procedure and the 
interannual variability is significantly reduced. This result 
suggests that the high latitude signal induced by the tropical 
perturbation through this wave activity may also be weak-
ened in CMIP5. The remaining DJF T2m interannual vari-
ability in NH extratropics are therefore likely originated in 
the extratropics.

However, as suggested by Cohen et al. (2014), the winter 
temperature in the northern Eurasian continent is more likely 
associated with the AO/NAO, which also partially influences 
the North America temperature (Van Loon and Rogers 1978; 
Barnston and Livezey 1987; Hurrell 1995; Thompson and 
Wallace 1998; Visbeck et al. 2001; Higgins et al. 2002). Both 
AO and NAO are likely part of internal atmospheric variabil-
ity (Overland and Wang 2015) that are sensitive to the initial 
conditions and small perturbations. The related mechanisms 
are complicated and are out of our scope, but we do see that 
the SME procedure can easily result in the cancellation of 
forecasted anomalies made by individual members and inac-
curately suggest the poor model performance in simulating 
long-term statistics as revealed here.

5. CONCLUSIONS

The standard ensemble procedure is usually done with 
SME first and then MME. The evaluation of seasonal fore-
cast considers mostly the mean state either from single model 
or multi models, and the evaluation of variance is included in 
ACC which only considers pattern correlation not the actual 
values. The SME procedure may not influence the evalua-
tion of the mean state significantly but have strong impact 
on the variance (or interannual variability). The reason is 
likely due to the cancellation between positive and negative 
anomalies between ensemble members during the SME pro-
cedure. Therefore, a seasonal forecast can be evaluated as 
good in terms of the mean, but not in the interannual vari-
ance. For example, the interannual variability of predicted 
seasonal means may be realistic for individual members but 
is significantly reduced in the SME values because of the 
cancellation effect, which leads to the reduced amplitudes 
or even ambiguous signs of ensemble-mean predicted fields. 
Such cancellation effect is more significant in the extratrop-
ics where atmospheric internal variability is larger than in 
the tropics where the ENSO dominates. This is much less 
a problem in the tropics for the seasonal forecasts that are 
initiated with well-observed initial condition in both atmo-
sphere and ocean. As it has been known that the well-simu-
lated ENSO and tropical temperature contribute to most of 
the forecast skill (Weisheimer et al. 2009; Alessandri et al. 
2011) in the tropical variability. By contrast, the cancella-
tion effect in the tropics remains significant for CMIP type  
simulations because of independence of initial conditions.

The extratropical temperature variances are contributed 

http://www.esrl.noaa.gov/psd/
http://www.esrl.noaa.gov/psd/
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(a)

(b) (f)

(c) (g)

(d) (h)

(e) (i)

Fig. 9. The interannual variability of the 500 hPa geopotential height (Z500). The top row shows ERA40. Results from each project are shown below 
with the project name indicated on the upper-left corners. The left panel shows ensemble variances using SME+MME method and the right panel 
shows results using MME.
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Fig. 10. The same as Fig. 9, but for 200 hPa zonal wind (U200).
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from both tropical and extratropical phenomena, i.e., the 
wave-like perturbations originating from the tropics and the 
perturbations of extratropical origin such as AO, NAO, and 
the Arctic sea ice. The SME procedure will smear out the 
amplitude of forecasted perturbation, even when the tropical 
SST signals are strong. The atmospheric circulation induced 
by tropical Pacific SST is not well represented in global cli-
mate models and the simulation is further deteriorated by 
SME, leading to an unrealistically weak interannual variance 
of simulated winter temperature in North America. Similar 
effect is also found in North Eurasia where winter tempera-
ture is strongly influenced by atmospheric internal variability 
and its interaction with land and ice/snow in the middle-high 
latitudes. The same influence of SME procedure occurs in 
climate simulations (CMIP5) as well. Also inaccurate spatial 
location of SST anomaly (e.g., simulated warm anomaly in 
the tropical western Pacific instead of in the central Pacific 
as it should be) can also easily lead to completely differ-
ent signs of anomaly in North America because the induced 
Rossby-wave like perturbation in the extratropics may shift 
to the west of should-be location. The influences of extrat-
ropical factors such as the Arctic sea ice content and land/
sea surface temperature are another important influencing 
factors and should be well captured for reasonable seasonal 
simulation and forecast.

The SME procedure has little effect on the evaluation 
of year-by-year seasonal forecast based on the skill score of 
seasonal mean fields in the extratropics but slightly increase 
the skill score for the tropics. The skill scores for CMIP5 are 
very low as expected because of the independence of ini-
tial conditions. Interestingly, the skill score with and with-
out SME in the extratropics is only slightly higher in the 
seasonal forecast than in the CMIP5. This reflects the low 
predictability of seasonal forecast models for the extratropi-
cal fluctuations even though many seasonal forecast models 
performed quite well in ENSO forecast. The results of this 
study suggest that the SME procedure should be avoided 
when evaluating the model performance in simulating the 
higher-order long-term statistics (such as variance). Vari-
ance of individual models should be calculated first and 
then averaged among members.

Another challenge is the Arctic amplification that has 
been suggested to be associated with the global warming 
tendency and may have become a more important factor that 
influences the extratropical temperature and climate in gen-
eral. Skillful forecast of ENSO, which has been the major 
focus during the development of seasonal forecast models 
in the past few decades, is no longer sufficient for further 
improvement. Better understanding of the extratropical 
variability such as the AO/NAO and the influence of Arctic 
sea ice and the ability to simulate their influences will defi-
nitely help improve the extratropical seasonal forecast and 
long-term climate simulation. One unsolved issue remains: 
why the seasonal forecast models reasonably simulated 

long-term interannual variance in the extratropics while 
simulated poorly the year-by-year variation. The likely an-
swer may be that the models already have good capability in 
simulating the long-term statistics of stochastic processes in 
the extratropics, but the capability in accurately simulating 
the temporal variation is still poor. This is clearly evident in 
the CMIP5 long-term climate simulations.
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