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ABstrACt

The downward continuation (DWC) method was used to determine the density contrast between the seawater and the 
ocean bottom topographic mass to estimate accurate bathymetry using the gravity-geologic method (GGM) in two study areas, 
which are located south of Greenland (Test Area #1: 40 - 50°W and 50 - 60°N) and south of Alaska (Test Area #2: 140 - 
150°W and 45 - 55°N). The data used in this study include altimetry-derived gravity anomalies, shipborne depths and gravity 
anomalies. Density contrasts of 1.47 and 1.30 g cm-3 were estimated by DWC for the two test areas. The considerations of 
predicted density contrasts can enhance the accuracy of 3 ~ 4 m for GGM.

The GGM model provided results closer to the NGDC (National Geophysical Data Center) model than the ETOPO1 
(Earth topographical database 1) model. The differences along the shipborne tracks between the GGM and NGDC models 
for Test Areas #1 and #2 were 35.8 and 50.4 m in standard deviation, respectively. Furthermore, these differences were more 
strongly correlated with gravity anomalies than bathymetry in the test areas. It is shown that an accuracy of under 40 m can 
be obtained with comparisons to shipborne depths only in Test Area #1.
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1. IntroDUCtIon

Estimating accurate bathymetry is important for un-
derstanding many of the Earth’s physical properties. For 
geodesists, it is useful for investigations of currents, tides 
and the sea floor topography; and, for geophysicists, ba-
thymetry is helpful to understanding the characteristics of 
the Earth’s interior sources. In addition, bathymetry can 
be used to figure out the shape and evolution of the Earth. 
Although shipborne sonar sounding provides better spatial 
resolution along shipborne tracking, coverage is severely 
limited. Therefore, in addition to shipborne measurements, 
satellite altimetry-derived gravity anomalies are often used 
to determine bathymetry, particularly in remote areas such 
as the Arctic Ocean. 

One of the geophysical methods for predicting ba-
thymetry is the gravity-geologic method (GGM), which was 

originally developed for predicting the depth to basement 
overlain by lower density glacial drift deposits (Ibrahim and 
Hinze 1972). This method can be readily applied in estimat-
ing bathymetry with sparse known shipborne depth values 
and altimetry-derived gravity (Kim et al. 2011). Compared 
to other methods, the advantage of GGM lies in its suitabil-
ity for large-scale areas. 

A number of studies based on GGM have been car-
ried out, e.g., Adams and Hinze (1990), Nagarajan (1994), 
Mossler (1998), Chandler (2000) and Kim et al. (2011). 
Most of the results show bathymetry with an accuracy of 
20 ~ 40 m, validated by shipborne measurements. In GGM, 
determination of the best density between the seawater and 
the ocean floor mass is a key factor for obtaining an accurate 
bathymetric model.

In general applications of GGM, it is assumed that the 
density contrast between seawater and bedrock is roughly 
1.64 g cm-3, which is the mean density difference between 
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bedrock (2.67 g cm-3) and seawater (1.03 g cm-3). However, 
recent studies have taken into consideration many methods 
to determine the real density contrast by observations, e.g., 
Cordell (1973), Chai and Hinze (1988), Bhaskara Rao et 
al. (1990), Ramillien and Cazenave (1997), Hwang (1999), 
Strykowski et al. (2005), Silva et al. (2006) and Wild-
Pfeiffer (2008). One of these techniques is the downward 
continuation (DWC) method. In general, downward (or up-
ward) continuation is a technique that can be used to trans-
form the gravity potential or field of a surface onto that of a 
lower/higher surface (Blakely 1995). Thus, DWC is useful 
in converting the surface gravity field, in particular, to the 
reference level in which we are interested. 

The scale between two levels of gravity fields can be 
computed and adopted to estimate density contrasts, with 
the assumption that the gravity variations are caused by the 
undulation of the ocean floor. In this study, we considered 
the influence of the topographic effect before using DWC 
to make the space empty. The method for computing top-
ographic gravity effect was the prism method, which has 
been discussed in detail by St John and Green (1967), Fors-
berg (1984) and Hwang et al. (2003) and has been proven to 
be a useful technique to solve the problems of topographic 
effects.

The objective of this study is to apply our GGM ap-
proach to estimate more accurate bathymetry by determin-
ing the density contrast between the seawater and the ocean 
bottom topography. To this end, DWC was applied in pre-
dicting the density contrasts in two study areas: south of 
Greenland (40 - 50°W and 50 - 60°N) and south of Alaska 

(140 - 150°W and 45 - 55°N). Finally, we used global ba-
thymetric models and selected shipborne measurement data 
to validate the GGM estimated models by comparing their 
statistics.

2. MEthoDoloGy
2.1 the Gravity-Geologic Method (GGM)

The strategy of predicting bathymetry in this study is 
based on the gravity-geologic method (GGM) developed by 
Ibrahim and Hinze (1972). The observed gravity measure-
ment can be divided into the short- and long-wavelength 
gravity. It can be given by:

g i g i g iobs short longD D D= +^ ^ ^h h h       (1)

where g iobsD ^ h means observed gravity field, and g ishortD ^ h 
and g ilongD ^ h denote short- and long-wavelength gravity 
fields, respectively. 

The short-wavelength gravity field is derived from 
variations of local bedrock topography, and the long-wave-
length gravity is generated by deeper mass variations. Fig-
ure 1 illustrates the geometries of GGM. The points j1, 2... k  
indicate the shipborne measurements that were used to gen-
erate the short-wavelength gravity. The equation can be 
given by the Bouguer plate formula:

g j G E j D2short r tD D= -^ ^h h6 @       (2)

Fig. 1. The geometries of GGM.
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where g jshortD ^ h denotes the short-wavelength gravity at the 
j-th point; G is a gravitational constant, 6.672 × 10-8 cm3 
g-1 sec-2; tD  is the density contrast between seawater and 
bedrock; E( j ) is the depth at the j-th point; and, D is the 
reference datum elevation, which is usually referenced to 
the deepest depth of the control points. 

Furthermore, g jshortD ^ h can be subtracted from the 
observed gravity, g jobsD ^ h, to obtain the long-wavelength 
gravity, g jlongD ^ h, at the j-th point. After that, g jlongD ^ h can 
be interpolated to create a grid of the long-wavelength grav-
ity field, g ilongD ^ h, which represents mass variations under 
the datum elevation, D. Then, g ilongD ^ h is removed from the 
observed gravity field, g iobsD ^ h; and, the short-wavelength 
gravity field, g ishortD ^ h, can be obtained. Once the short-
wavelength gravity are estimated, they are subsequently 
transformed into estimates of the depths to bedrock, which 
are given by:

E i
g i

G D2
short

r t
D

D
= +^ ^h h         (3)

where E( j ) is a grid of an estimated bathymetric model es-
timated by GGM. 

The factors influencing the accuracy of the GGM 
bathymetric model include (1) the accuracy of g jlongD ^ h,  

g jobsD ^ h and g jshortD ^ h; (2) the number and distribution of 
elevation control points (i.e., if the control points are denser 
and more numerous, the predicted bathymetry of short-
wavelengths are more representative); and (3) the density 
contrast, tD . In this paper, the depth and gravity values at 
the j-th point [E( j ) and g jobsD ^ h] are derived from ship-
borne measurements because they are more accurate, and 
the observed gravity fields [ g iobsD ^ h] are altimetry-derived 
because of the data coverage.

2.2 Downward Continuation (DWC) Method

The values of density contrast tD  mentioned in sec-
tion 2.1 would be determined by downward continuation 
(DWC). In general, continuation methods in the potential 
field are derived from the integral Poisson formula (Heis-
kanen and Moritz 1967) and they are divided into upward 
continuation (UWC) and DWC operations; however, their 
characteristics are different. UWC is a smooth operation 
that is characterized as a well-posed problem, whose solu-
tion is unique; whereas, DWC is an unstable operation that 
is characterized as an ill-posed problem, making solutions 
non-unique (Tikhonov and Arsenin 1977). 

In this study, DWC was readily implemented by the 
Fast Fourier transform (FFT) technique. In comparison with 
other algorithms, the obvious advantage of FFT is its rapid 
computation, but the unavoidable edge effects and cyclic 
convolution should be eliminated carefully by 100% zero 

padding. UWC from the gravity field at the z = h1 plane to 
the z = h2 plane can be expressed in the wavenumber domain 
as in (Parker 1977):

 

, ,G f f f fe Gh x y x y
h f f

h
2 x y

2
12

2 2

1
= rD- +^ ^h h       (4)

where ,G f fh x y1 ^ h and ,G f fh x y2 ^ h denote the two-dimensional 
Fourier transforms of the gravity field at h1 and h2, respec-
tively; fx and fy represent the horizontal frequency in x and y 
components, respectively; and, ∆h12 = h2 - h1. 

In contrast to UWC, the wavenumber response func-
tion of DWC from the gravity field at the z = h2  plane to the 
z = h1 plane is given by (Parker 1977):

, ,G f f e G f fh x y
h f f

h x y
2 x y

1
12

2 2

2
= rD +^ ^h h       (5)

DWC by FFT is essentially a high-pass filtering opera-
tion that amplifies the short-wavelength signals, especially 
noise. In order to alleviate the noise, a filtering or smoothing 
technique should be applied to the FFT DWC method. Thus, 
Eq. (5) becomes:

, , ,G f f e G f f f fFh x y
h f f

h x y x y
2 x y

1
12

2 2

2
= rD +^ ^ ^h h h       (6)

where ,f fF x y^ h is a low-pass filter in the wavenumber do-
main. 

In this study, a simple Guassian low-pass filter was 
used. The Gaussian filter has a number of desirable proper-
ties that make it the most commonly used smoothing filter. 
For example, the Gaussian filter is the only low-pass filter 
that has good localization properties in both the spatial and 
frequency domains; and, it is decomposable and rotationally 
invariant. Moreover, Gaussian filters are closely related to 
the techniques of multi-resolution or multi-scale process-
ing, because they can be employed to create input data with 
varying resolutions, ranging from coarse to fine. The trans-
fer function of the Gaussian filter (for equally spaced and 
weighted measurements) is:

,F f f eGau x y
k f fx y

2 2 2 2

= +^ `h j         (7)

where k is the semi-bandwidth of the Gaussian function in 
the frequency domain and dominates the resolutions of the 
DWC results. 

The smoothed DWC gravity using the Gaussian filter 
is expressed as: 

, ,G f f G f f eh x y h x y
h f f f fk2 x y x y

1 2
12

2 2 2 22 2

= rD + +-^ ^ `h h j       (8)

The Gaussian filter is used to eliminate high frequency noise 
due to the ill-posed problem; however, the risk in cancelling 
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high frequency noise is to truncate useful signals. Thus, the 
selection of k needs to be a compromise between noise re-
duction and signal preservation.

2.3 Computation of topographic Gravity Effect 

We considered the influence of the topographic gravity 
effect before using DWC, because DWC technique is only 
implemented in a harmonic domain, which means an empty 
space. The integration of topographic effects by prisms is a 
method of space-domain computations. In this method, the 
topographic gravity effect at P (in Fig. 1) due to a rectangu-
lar prism bounded by [x1, x2], [y1, y2], [z1, z2] is given by (St 
John and Green 1967): 

ln lnT G r
z dv G x y r y x r

v

3 ;;;t t= = + + +^ ^h h###

tanz
y r y z
z y yr x

x
y
y

z
z

1
2 2

2 2
2

1

2

1

2
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-

+ +
+ +-

^ h= G       (9)

where x and y are the horizontal coordinate components, z 
is the vertical coordinate (also elevation in this case), and 
r x y z2 2 2= + + . 

We computed the gravity effects of the prisms with 
a density of 1.03 g cm-3 between the sea surface and the 
ocean bottom (see “Prism 1” in Fig. 1) and with a density 

of 2.67 g cm-3 between the ocean bottom and the surface of 
Pl (see “Prism 2” in Fig. 1). The total topographic effect is 
obtained by summing the contributions from all prisms. The 
topographic gravity effect at P is removed prior to the DWC 
computation, and the topographic gravity effect at Pl is then 
restored to achieve downward-continued gravity.

3. tEst ArEAs AnD DAtA

Figure 2a presents distributions of shipborne tracks of 
the National Geophysical Data Center (NGDC) of the Na-
tional Oceanic and Atmospheric Administration (NOAA) 
(http://www.ngdc.noaa.gov/mgg/geodas/trackline.html). 
The background denotes bathymetry from Earth topo-
graphical database 1 (ETOPO1) (Amante and Eakins 2008). 
ETOPO1 is a global heterogeneous bathymetric-topograph-
ic model with spacing of 1 arc minute. 

The two gray rectangles in Fig. 2a denote Test Areas #1 
and #2. Test Area #1 is located south of Greenland between 
40 - 50°W and 50 - 60°N. The range of bathymetric varia-
tion is between 0 and 4604 meters below sea level. There 
is some land mass in the northern part of the area, which 
is masked out. Test Area #2 is located south of Alaska be-
tween 140 - 150°W and 45 - 55°N. Although the deepest 
depth in Test Area #2 reaches 5379 m below sea level, the 
gradient of bathymetry is smaller than that of Test Area #1.

Figures 2b and 3c represent shipborne track distribu-

Fig. 2. (a) Distributions of NGDC shipborne tracks from latitudes 40 to 90°N and longitudes 0 to 180°W. The background denotes bathymetry of 
ETOPO1. The two grey rectangles indicate Test Areas #1 and #2. The green and yellow dots in zoom-in views of (b) Test Area #1 and (c) Test Area 
#2 mean control and check points. (d) (e) Free-air gravity anomalies in Test Areas #1 and #2.

(a) (b) (d)

(c) (e)
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tions in Test Areas #1 (5420 points) and #2 (4680 points), 
respectively. All shipborne data contained gravity and depth 
measurements. In the crossover analysis of gravity obser-
vations for shipborne tracks, the standard deviation in Test 
Areas #1 and #2 are 2.6 and 2.9 mgals after bias and drift 
corrections. The order of accuracy of shipborne data could 
be accepted by GGM predictions. Green and yellow dots 
denote the control and check points, respectively. The con-
trol points were used to create a long-wavelength gravity 
field in GGM [Eq. (2)], and the check points evaluated the 
accuracy of the bathymetric estimates. In order to stagger 
the control and check points, two-thirds of the shipborne 
data were picked for the control points and the remaining 
third for the check points. With every third point of a ship 
track selected as check points, the control points were dis-
tributed identically to the check points. 

In this study, we picked 3615 of total ship-derived data 
for the control points and 1805 for the check points in Test 
Area #1. For Test Area #2, 3114 and 1566 of total shipborne 
data were used for the control and check points, respectively 
(Figs. 2b and c). Overall, the shipborne measurement points 
were denser and better distributed in Test Area #1 than in 
Test Area #2. 

Figures 2d and e illustrate the 1 arc minute free-air 
gravity anomalies in Test Areas #1 and #2, respectively, 
which were extracted from the Scripps Institution of Ocean-
ography (SIO), University of California, San Diego. How-
ever, the resolution of the original grid from SIO was not 
exactly 1 arc minute, due to map projection that distorts the 
grid at high latitude areas. Thus, the original data were re-
gridded to real 1 arc minute resolution by using harmonic 
interpolation with the Generic Mapping Tools (GMT) pack-
age (Wessel and Smith 1995). 

There were, in total, 361201 points in the SIO dataset 
for the two test areas. Gravity anomalies in both test areas 
were within ±100 mgal. The gravity gradient in Test Area 
#1 was generally bigger than that in Test Area #2. In the 
north of Test Area #1, which is a shallow water area, the 
gravity anomalies became huge. The gravity anomalies in 
Test Area #2 were mostly moderate; however, they became 
larger over the northwest area, reaching values of approxi-
mately 70 mGal (1 Gal = 1 × 10-2 m sec-2). 

Overall, the differences of the variations of bathymetry 
and gravity in the two test areas were not huge. The greatest 
discrepancies between Test Areas #1 and 2 were the amount 
and distribution of shipborne tracks. 

Fig. 3. Gravity anomalies at sea in (a) Test Areas #1 and (b) Test Area #2, and downward-continued gravity anomalies at the bottom surfaces of (c) 
Test Areas #1 and (d) Test Area #2.

(a) (b)

(c) (d)
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4. DEtErMInAtIon AnD rEsUlts of DEnsIty 
ContrAsts 

The ratio between the original and downward-contin-
ued gravity anomalies, which are located at sea level and the 
surface of Pl (see Fig. 1), respectively, was computed and 
used to predict the density contrast. The density contrasts 
were calculated to the deepest depths of 4604 and 5379 m in 
Test Areas #1 and #2, respectively. 

In addition to considering the topographic effect, the 
geopotential-derived gravity effect should be also taken into 
account before applying DWC, in order to remove long-
wavelength gravity effects. In areas with complex topog-
raphy, it is very important to adopt the removal procedure, 
because it makes the values for these areas smoother and 
more representative. After DWC, the geopotential-derived 
gravity effect can be restored into the DWC signals. In 
this study, we adopted the Earth Gravitational Model 2008 
(EGM2008) (Pavlis et al. 2008) spherical harmonic coeffi-
cients, expanding to degree and order 360, which is suitable 
to represent the long-wavelength gravity effects for DWC 
(Hsiao and Hwang 2010). 

In addition, Hsiao (2007) suggested that the Gaussian 
filter with a wavenumber of 0.1 m-1 be the trade-off between 
noise reduction and gravity signal preservation, which has 
been proven to be the optimal width at the distance of ap-
proximately 5000 m in DWC. Thus, we chose the wave-
number of 0.1 m-1 for the Gaussian filter for the two test 
areas. 

The procedure of DWC involves the following steps:

(1) Remove topographic and EGM2008-derived gravity ef-
fects from the original gravity field to obtain a residual 
field.

(2) Downward continue the residual field from the sea sur-
face to the surface of the deepest depth.

(3) Restore topographic and EGM2008-derived gravity ef-
fects into the downward-continued residual field to ac-
quire a downward-continued gravity field.

Figure 3 shows the gravity field before and after DWC 
in the two test areas, and it clearly reveals that the downward-
continued gravity fields are much stronger than the original 
gravity fields. Comparing the scales of the two fields in Test 
Areas #1 and #2, respectively, tD  = 1.47 g cm-3 for Test 
Area #1 and tD  = 1.30 g cm-3 for Test Area #2 were the 
predicted density contrasts at the deepest depths and were 
applied to the GGM bathymetry predictions. Although the 
maximum depth in Test Area #1 was less than that of Test 
Area #2, the predicted density contrast in Test Area #1 is 
larger. The reason is that the gravity field of Test Area #2 
was more moderate than that of Test Area #1. Furthermore, 
the predicted density contrasts were both smaller than the 
geologically reasonable density contrast of 1.67 g cm-3. 

5. rEsUlts of BAthyMEtry PrEDICtIons 
AnD ACCUrACy AnAlysEs 

Figures 4 through 6 and Tables 1 and 2 present the re-
sults from Test Area #1; and Figs. 7 through 9 and Tables 
3 and 4 from Test Area #2. Figure 4 presents the bathy-
metric models of GGM and the differences of bathymetric 
models between GGM and ETOPO1, GGM and NGDC, 
and ETOPO1 and NGDC. NGDC model was gridded from 
NGDC ship-derived measurements. Table 1 denotes the 
statistics and correlation coefficients between the three ba-
thymetric models. The statistics of the differences are sum-
marized in Table 2. The differences between the GGM and 
NGDC models and the GGM and ETOPO1 models reached 
approximate standard deviations of 39.4 and 229.6 m, re-
spectively. 

Fig. 4. Test Area #1. GGM bathymetric models (a) and differences of bathymetric models between (b) GGM and ETOPO1, (c) GGM and NGDC, 
and (d) ETOPO1 and NGDC.

(a) (b) (c) (d)
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The differences shown in Figs. 4b and d are obviously 
larger than those in Fig. 4c, indicating that the results of the 
GGM model were much closer to those of the NGDC model. 
The largest differences in Figs. 4b and d are located in the 
northern portion of Test Area #1, which is a shallow water 
area. The huge differences in values over the area can reach 
approximately ±900 m. A large part of these significant dif-
ferences can be attributed to the steep sea topography and 
sparse ship-derived data. Thus, GGM cannot accurately pre-
dict bathymetric values in this area. On the other hand, the 

differences in Fig. 4c are relatively slight, and the extreme 
differences are only ±200 m. The correlation coefficients in 
Table 1 are in good agreement with the small differences 
between the GGM and NGDC models. 

Figure 5 shows the bathymetric profiles along the lon-
gitude of 45°W and the latitude of 55°N (See Fig. 4a). The 
big differences located in the north of Figs. 4b and 6d were 
on the north-south profile, which passes through the shallow 
water area. Therefore, there were inconsistencies occurring 
after the latitude of 59°N in Fig. 5a. 

Fig. 5. Test Area #1. Comparisons for bathymetry along the (a) longitude of 45°W and (b) latitude of 55°N.

Table 1. Comparisons of statistics and correlation coefficients between the GGM, ETOPO1, and NGDC bathymetric models in Test Area #1 (unit: 
meter).

Table 2. Statistics of differences (in m) between GGM and ETOPO1, GGM and NGDC, ETOPO1 and 
NGDC in Test Area #1.

Model Max Min Mean std Dev
Correlation Coefficient

GGM EtoPo1 nGDC

GGM -934.1 -4447.1 -3369.9 617.6 - 0.92 0.98

ETOPO1 0.0 -4604.1 -3314.2 742.7 0.92 - 0.91

NGDC -918.4 -4441.4 -3346.4 616.4 0.98 0.91 -

Models Max Min Mean std Dev

GGM - ETOPO1 435.7 -934.1 -46.4 229.6

GGM - NGDC 230.1 -264.2 12.2 39.4

ETOPO1 - NGDC 918.4 -501.4 41.3 245.0

(a)

(b)
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The GGM model was interpolated to the locations of 
the check points of NGDC shipborne tracks, in order to 
compare it with NGDC shipborne measurements. Figure 6a 
shows the differences between them at the locations of ship-
borne tracks. Most differences were small, except for sev-
eral points over the south. A histogram is displayed in Fig. 
6b for statistics. In order to determine the reason for the big 
differences, the relationships between the differences and 

the bathymetry and gravity were analyzed and are shown 
in Figs. 6c and d, respectively. According to Figs. 6c and d, 
the differences correlated more strongly with gravity than 
bathymetry. The accuracy of the GGM prediction in Test 
Area #1 was within the range of 20 ~ 40 m, due to standard 
deviation agreement at 35.8 m.

Figure 7a denotes the bathymetric model of GGM; 
Table 3 denotes the statistics and correlation coefficients 

Fig. 7. Test Area #2. GGM Bathymetric models (a) and differences of bathymetric models between (b) GGM and ETOPO1, (c) GGM and NGDC, 
and (d) ETOPO1 and NGDC.

Fig. 6. Test Area #1. (a) Bathymetry differences between GGM model and NGDC shipborne depths at locations of shipborne tracks; dark-gray and 
light-gray bars indicate positive and negative differences, respectively; (b) histogram of differences; (c) the relationship between the differences and 
bathymetry; and (d) the relationship between the differences and gravity anomaly.

(a) (b)

(c) (d)

(a) (b) (c) (d)
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between the three models; Figs. 7b through d represent the 
differences between the GGM and ETOPO1 models, the 
GGM and NGDC models, and the ETOPO1 and NGDC 
models; and, the statistics of their differences are summa-
rized in Table 4. All the figures and tables mentioned above 
are the results from Test Area #2. The differences between 
the GGM and NGDC models and the GGM and ETOPO1 
models reached approximate standard deviations of 82.2 
and 156.6 m, respectively. The largest differences in Figs. 
7b and d can reach ±800 m, similar to the results from Test 

Area #1; however, the differences in Fig. 7c can also reach 
400 ~ 500 m, which are 2 times larger than the results from 
Test Area #1. The sparse and bed-distributed ship-derived 
data were the key factor causing the huge differences in Test 
Area #2. 

Figure 8 denotes the north-south and east-west profiles 
the GGM, ETOPO1 and NGDC models. The north-south 
and east-west profiles are along the longitude of 145°W 
and the latitude of 50°N, respectively. Large differences are 
found between GGM and ETOPO1 profiles.

Table 3. Comparisons of statistics and correlation coefficients between the GGM, ETOPO1, and NGDC bathymetric models in Test Area #2 (unit: 
meter).

Model Max Min Mean std Dev
Correlation Coefficient

GGM EtoPo1 nGDC

GGM -949.4 -5080.9 -4277.8 426.2 - 0.92 0.98

ETOPO1 -53.0 -5379.0 -4283.5 484.3 0.92 - 0.92

NGDC -871.3 -5252.1 -4293.7 450.2 0.98 0.92 -

Table 4. Statistics of differences (in m) between GGM and ETOPO1, GGM and NGDC, ETOPO 1 and 
NGDC in Test Area #2.

Models Max Min Mean std Dev

GGM - ETOPO1 311.4 -896.4 10.6 156.6

GGM - NGDC 471.0 -239.7 36.8 82.2

ETOPO1 - NGDC 818.3 -278.6 18.3 177.7

Fig. 8. Test Area#2. Comparisons for bathymetry along the (a) longitude of 145°W and (b) latitude of 50°N.

(a)

(b)



Hsiao et al.356

Fig. 9. Test Area #2. (a) Bathymetry differences between GGM model and NGDC shipborne depths at locations of shipborne tracks; dark-gray and 
light-gray bars indicate positive and negative differences, respectively; (b) a histogram of differences; (c) the relationship between the differences 
and bathymetry; and (d) the relationship between the differences and gravity anomaly.

(a) (b)

(c) (d)

The differences between the GGM model and the ship-
derived depths at locations of the shipborne tracks are shown 
in Fig. 9a. The statistics are summarized in Fig. 9b. Com-
pared to Test Area #1, the differences were greater. There 
were huge differences with almost the same quantities over 
the south. The relationships between the differences and the 
bathymetry and gravity are presented in Figs. 9c and d, re-
spectively. The differences exhibited better correlation with 
gravity than bathymetry, the same as Test Area #1. How-
ever, accuracy of the range of 20 ~ 40 m for the GGM pre-
diction was not achieved in Test Area #2, due to a standard 
deviation of 50.4 m.

In general, the GGM predicted bathymetric model in 
Test Area #1 was more accurate than in Test Area #2, and 
the accuracy of the GGM prediction at the range of 20 ~ 40 
m was only obtained in Test Area #1. Because the differ-
ences of the variations of bathymetry and gravity in the two 
test areas were not large, the reason why GGM performed 
well in Test Area #1 was due to a more even distribution of 
shipborne measurements. Overall, GGM is a method which 
can reflect significant shipborne features due to the relative 
small differences in Figs. 4b and 6b.

In order to compare the predicted density contrasts to 
assume (1.64 g cm-3), we divided the bathymetry results us-
ing different density contrasts into four cases. The assumed 
density contrasts used in Test areas # 1 and 2 are cases 1 and 

2, respectively; predicted density contrasts 1.47 g cm-3 for 
Test area # 1 and 1.30 g cm-3 for Test area # 2 are cases 3 
and 4, respectively. Table 5 lists the statistics of the differ-
ences between GGM models and NGDC shipborne depths 
for the four cases. The differences in case 1 are relatively 
larger than in case 2. The case using predicted density con-
trast obviously exhibits an improvement of approximately 
3 m in Test Area #1. For the Test Area #2, the results in 
case 4 are also significantly better than in case 3. Case 4 
considering predicted density contrast enhances the accu-
racy of approximately 4 m. The comparisons imply that the 
influence of density contrasts on GGM is remarkable and 
unavoidable.

In summary, although GGM with properly estimated 
density contrasts can be effective in predicting large-scale 
bathymetric coverage from limited shipborne measure-
ments, sparse shipborne measurements can be still a prob-
lem for GGM predictions. Furthermore, the consideration of 
predicted density contrast is necessary for GGM

6. ConClUsIons

The downward continuation (DWC) method was used 
to determine the effective density contrast between the sea-
water and the ocean bottom topographic mass, in order to 
accurately estimate bathymetry using the gravity-geologic 
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Table 5. Statistics of differences (in m) between the GGM model and NGDC shipborne depths at locations of shipborne tracks for the different 
density contrasts.

Case test Area density contrasts (g cm-3) Max Min Mean std ev

1 #1 1.64 (assumed) 177.5 -189.2 -10.3 38.2

2 #2 1.47 (predicted) 181.4 -178.0 -9.8 35.8

3 #1 1.64 (assumed) 249.1 -204.7 16.8 54.2

4 #2 1.30 (predicted) 238.8 -216.0 14.6 50.4

method (GGM) in two study areas. The methodology of 
density contrast determination was based on DWC filtered 
by a Gaussian filter and carried out by the FFT technique. 

Density contrasts of 1.47 and 1.30 g cm-3 were estimat-
ed by DWC for Test Areas #1 and #2, respectively. The dif-
ferences between the GGM and NGDC bathymetric mod-
els were much smaller than those between the GGM and 
ETOPO1 models in the two test areas. The standard devia-
tions of the differences along the shipborne tracks between 
the GGM and NGDC models in Test Areas #1 and #2 were 
35.8 and 50.4 m, respectively. The differences between the 
GGM and NGDC models along shipborne tracks were more 
strongly correlated with gravity anomalies than bathymetry 
in the test areas. It is shown that accuracy of under 40 m 
for the GGM prediction can be obtained in Test Area #1 
with comparisons to shipborne depths. The GGM predic-
tion in Test Area #1 turned out to be more accurate than in 
Test Area #2, due to denser and better distributed shipborne 
measurements in Test Area #1, resulting in a better short-
wavelength gravity field. Furthermore, the consideration of 
predicted density contrast can make an enhancement of ap-
proximately 3 ~ 4 m for the GGM.

The bathymetric models predicted by GGM could be 
used globally to improve the recent bathymetry grids. More-
over, they are expected to aid geophysical and oceanography 
applications, particularly in remote areas such as the Arctic 
Ocean. However, a better bathymetric model should be im-
proved by making a new solution that incorporates more new 
ship data and high-resolution regional and local surveys. 
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