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ABSTRACT

The wind field effect on the phase velocities of 3- to 10-meter Farley-Buneman two-stream waves in the equatorial E region
ionosphere at altitudes in the range of 95 - 110 km is studied by numerical simulation. The behavior of this two-stream wave in the
uniform wind field U, in a plane perpendicular to the Earth’s magnetic field is simulated with a two-dimensional two-fluid code in
which electron inertia is neglected while ion inertia is retained. It is confirmed that, the threshold condition for the appearance of
two-stream waves is V) ~ (1 + ¥,)C, /cos® + U,; and the phase velocity of the two-stream wave at the threshold
condition is ¥, = C; + U, cos 6, where 0 is the elevation angle of the wave propagation in a limited range and W = v;, v, / Q..
The first formula indicates that the wind field parallel (anti-parallel) to the electron drift velocity will raise (lower) the threshold
drift velocity by the amount of the wind speed. This means that parallel wind is a stable factor, while anti-parallel wind is an
unstable factor of two-stream waves. This may explain why high speed (larger than acoustic speed) two-stream waves were rarely
observed, since larger threshold drift velocity demands larger polarization electric field. The result of the simulations at the
saturation stage show that when ¥, was only slightly larger than /)", the horizontal phase velocity of the two-stream wave

would gradually down-shift to the threshold phase velocity C; + U,. The physical implications of which are discussed.
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1. INTRODUCTION

Chemical release measurements (Larsen and Odom
1997; Larsen et al. 1998, Larsen 2000, 2002) of neutral
winds in the mesosphere and lower thermosphere have
shown large winds in the 100 to 110-km altitude range with
maximum speeds between 100 and 150 m s, A three-di-
mensional numerical model calculation (Hysell et al. 2002)
indicated that large horizontal neutral winds have strong ef-
fects on the equatorial electro-jet and low latitude iono-
spheric current system. These reports suggest that routine
neutral wind measurements are required to advance the re-
search of the effects of neutral wind on the equatorial elec-
tro-jet, and a proper formula of wind effects is needed.

Balsley et al. (1976) attempted to estimate wind veloci-
ties from measuring the phase velocities of type 1/type 2 waves
in the electro-jet. They assumed in their measurements that
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the phase velocity of type 1 waves (two stream waves) in
the frame of reference of ions was the ion acoustic velocity;
hence, the Doppler velocity observed by radar on the ground
would be

V,=C + k-U,Jk o
where I7p is theﬂwave phase velocity; U , 1s the neutral wind
velocity; and k is the radar wave vector. Broche et al.
(1978) also derived the phase velocities of type 1 and type 2
irregularities to illustrate the role of neutral winds, and ob-
tained the same Eq. (1) at the threshold condition. Hanuise
and Crochet (1981) applied Eq. (1) to reduce the phase ve-
locities of 5 - 50-m wavelength type 1 waves from their ra-
dar observation data, and found that the phase velocity of
short scale waves (A = 5 m) was near the nominal ion
acoustic velocity (around 360 ms™).

Another interesting explanation for the higher phase ve-
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locity of two-stream waves, besides the neutral wind effect, is
the heating effect possibly resulting from large electron drift
velocity (e.g., St.-Maurice et al. 1986; Robinson and Honary
1990; Jones et al. 1991; Ravindran and Reddy 1993; Chen et
al. 1995; Nielsen et al. 2002) and electron thermal fluctua-
tions (St.-Maurice and Choudhary 2003), namely, ion acous-
tic velocity will be raised by enhanced temperature due to
heating effects. Therefore, the higher phase velocity of two-
stream waves is excited at a new threshold velocity larger than
the nominal ion acoustic velocity. Additionally, large phase
velocity two-stream waves were seldom observed by radar
in regions besides the equatorial and the auroral region (e.g.,
Schlegel and Haldoupis 1994; Huang and Chu 1998; Hal-
doupis et al. 2002). Voiculescu and Ignat (2005) showed theo-
retically that parallel wind hinders the generation of waves
and anti-parallel wind reduces significantly the electric field
strength required for exciting waves. Their idea provides a
clue for studying wind field effects on two-stream waves, spe-
cifically the potential important role of the wind field effect on
the threshold condition for the excitation two-stream waves.
In this study, we will not only investigate the wind field effect
on the threshold condition of Farley-Buneman instability by
numerical simulations, but also study the wind field effect on
the phase velocity of two-stream waves.

In the past, 2D simulation studies of two-stream waves
under windless conditions (Oppenheim and Otani 1996; Fern
et al. 2001) found that the waves propagate dominantly in the
same direction of the electro-jet even in the saturation stage and
phase velocity in a direction other than the electro-jet direction
was found to travel at a speed larger than acoustic speed but
smaller than the phase velocity predicted by linear theory. The
existing nonlinear 2D simulations have not yet proven that the
phase velocity of saturated two-stream waves equals ion acous-
tic velocity, but it is widely accepted that the saturated phase
velocities of radar observations are closely related to the
threshold phase velocity that can be obtained by our simula-
tions and also other analysis of phase velocity. In this paper, a
horizontal background wind field was incorporated in a two-
dimensional simulation code for studying wind field effects
on two-stream waves. We will present our simulation result,
along with an equation for functional dependence of the phase
velocity of type 1 waves on neutral wind in the linear stage. In
addition, possible wind field effect on the threshold condition
will also be investigated to study saturation phase velocity.
From our simulation and analysis, implications of Eq. (1)
can be further interpreted, and the wind field effect on the
generation of two-stream waves is presented.

2. NUMERICAL MODEL AND METHOD OF
DATA ANALYSIS

2.1 Numerical Model

Our numerical model is similar to that of the previous
studies by Fern et al. (2001) except that a neutral wind field

is taken into consideration in this study. The x-axis of the
rectangular coordinate system points to the east, the y-axis
points to the north and the z-axis points upward. The set of
equations that are solved is a subset of the full governing
equations. They consist of the continuity equation of plasma:
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Where J = ne(V, — V,) = ne(v, — V,, —v,) is the cur-
rent density and 7 is the number density of the plasma; K is
the Boltzmann constant: v;,, Ven, Qi Qe, T, T, éo, E " U,,,
V,, V., v, are the ion-neutral collision frequency, the elec-
tron-neutral collision frequency, ion gyro-frequency, elec-
tron gyro-frequency, ion temperature, electron tempera-
ture, magnetic field, perturbation electric field, neutral wind
velocity, mean flow electron drift velocity, perturbation
electron and ion velocity, respectively. 171 and I7e can be
takenasV, = v,;V, = V, +7v,. Substituting all; these phy-
sical quantities into Eq. (5), we obtain Eq. (6):
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where ®(x, z) is the potential function for the perturbed
electric field £, i.e., E' =—V®; and k, is the ratio of the
electron gyro-frequency to the electro-neutral collision fre-
quency q.By/M,v.,. The last two terms in the right hand side
of Eq. (6) represent the neutral wind field effect, and were
not included in the previous studies (e.g., Newman and Ott
1981; Oppenheim and Otani 1996; Fern et al. 2001). Here
we like to emphasize that recombination (a term of the form
—an?®) is ignored in the continuity Eq. (2), and the negli-
gence of the recombination effect is appropriate for short-
scale (smaller than 10 m) plasma waves (Haldoupis et al.
2005).

The Egs. (3) and (4) were derived respectively from the
momentum Eq. (7) by neglecting the gravitational term, and
setting the time derivative term of electron species equal to
zero, but retaining the time derivative term of ion species:

av, _ qiP; - = =
Jo_ . JEJ
Pyt = ~Vp, P8 ,- (E + v, x B)
~PiVin (VJ - U") )

The subscript stands for plasma species, p; = nM; is the
mass density of species j; M; and g; are the particle mass and
charge respectively; and pj is the pressure of species j.

The mean flow eastward drift velocity I7D of the elec-
trons is driven by a vertically downward zero order polariza-
tion electric field: £, = — V,, x B,, where B, = Bge, is a
constant magnetic field By of 0.28 G pointing to the north.
The ion-neutral collision frequency v;, and electron-neutral
collision frequency v, are assumed to be constant in our si-
mulation range with v;, = 2.5 x 10° s and Ven =4.0 % 10% s,
The ion and electron temperatures are assumed to be 230 K.
The background plasma can be regarded as uniform with
number density of 1.0 x 10" m™. These background para-
meters are similar to that used in the past studies of equato-
rial electro-jet (e.g., Sudan et al. 1973; McDonald et al.
1974; Fern et al. 2001). Since the phase velocity of two-
stream wave also depends on both v;, and v,,,, we added four
more sets of (V;,, V.,) as listed in Table 2 in the simulations to
examine the accuracy of our code.

The numerical computations were performed on a two-
dimensional Cartesian mesh using 121 x 121 points in the
x-z plane. Periodic boundary condition is imposed on both
electron density n and electric potential @ in the x and z di-
rection. The lengths X (east-west) and Z (vertical) of the
simulation box were assigned case by case to study the
waves of different scales. Flux-corrected transport (FCT)
technique (Boris and Book 1973; Zalesak 1979) has been
applied to carry out the time integration of the continuity
Eq. (2). A detailed discussion of the application of FCT tech-
nique to study ionospheric irregularities can be referenced in
Chou and Kuo (1996). At ¢ = 0, the electrons are set to move

uniformly at drift speed I7D , and the ions assume a constant
velocity: V., = (Q,E, /Vm B,) + U,. Then a density per-
turbation with amplitude dn = n, sin(¢x) is superposed on
the background density n,, where ¢ is the wave-number to be
assigned. At each time step of computation, the electron ve-
locity at each grid point is calculated from Eq. (3), and the
ion velocity at each grid is obtained by solving the dif-
ferential Eq. (4) using 2™ order Runge-Kutta scheme. These
velocities and densities at each grid are substituted into Eq. (6)
to solve for the electric potential ®(x, z) using the succes-
sive-over-relaxation (SOR) technique. Then, the plasma
density distribution n(x, z) at time ¢ + 0 ¢ is calculated by the
FCT scheme to complete one cycle of the computation. In
order to guarantee numerical accuracy, we set the absolute
error limit in the potential solver as small as 10, The simu-
lation is called to stop whenever the absolute error of any
grid fails to converge to within this error limit within 10000
steps of SOR iteration. By taking very small time step size
and a double-precision scheme, no artificial dissipation was
needed to prevent numerical instability throughout the si-
mulations in this study.

This code was well tested in a previous study (Fern et al.
2001) under the windless condition: The growth rate of
two-stream wave obtained by simulations of the one-dimen-
sional model, the phase velocity of two-stream wave, and
the Farley-Buneman threshold obtained by simulations of
the two-dimensional model were all found to be consistent
with the prediction of the linear theory presented by Rogister
and D’Angelo (1970). So we consider this code as a proper
tool to investigate the neutral wind effect on two-stream
wave propagation.

2.2 Method of Data Analysis

By a series of computations, the plasma density n(x, z, f)
at each grid point at every time step is obtained. Then the
spatial-Fourier analysis of plasma density variation in the
x-direction at a fixed height z and at time ¢ (we sampled only
the first time step of every 100 steps without loss of wave in-
formation) is made to obtain the information of different
wave modes:

n(x, z, 1) = Z{Ac(z, 1)cos( (x)

‘
+ By (z, t)sin(x)} (®)

The horizontal wavelength with wave-number /¢ is 27//,
which is well defined by the horizontal length X of our sim-
ulation box. For example, the wavelength of the 9™ hori-
zontal spatial Fourier mode is X/9, and so forth. Then the
coefficient 4, (z, t)is plotted as a function of time # such as
shown in Fig. 1, from which we estimate the wave period of
each wave by measuring the time interval between two suc-
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Fig. 1. Plots of the coefficient A(z, £) of cos (kx) as a function of time  in the existence of various drift velocities for windless case (U, =0 m ™), paral-
lel wind case (U, = 100 m s™") and anti-parallel wind case (U, = -100 m s™), where z is the 80" height and k= 0.209 m™ is the 9" horizontal Fourier
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cessive peaks, hence the horizontal phase velocity can be
determined. We also identify each wave from the plotting
as a growing or dampening wave, since the wave will nei-
ther grow nor dampen at the threshold condition, we may
estimate the Farley-Buneman threshold for the two-stream
wave by a series of simulations at different electron drift-
and wind velocities.

3. FORMULAS OF PHASE VELOCITY AND THE
THRESHOLD CONDITION OF TWO-STREAM
WAVES

The phase velocity of type 1 irregularities in the absence
of neutral wind was given by (Fejer et al. 1975; Forbes
1981):

VO =k (VW) [ (1 + w0) ©

wherek = k/ k,and Wo=v,v;/ Q. Q; = 0.23. And the thre-
shold condition for the appearance of type-1 irregularities
was given by

ke (Ve =7) = C(1+ %) (10)

Let’s assume that Egs. (9) and (10) are also valid when
the neutral wind field exists, and the validity of this assump-
tion can be examined by numerical simulation. Consider a
two-stream wave with its wave vector k =k(d, cos6 +
d, sin 0) propagating in the uniform neutral windU, =U,,a,,
here 6 is the (radar beam elevation) angle between the vector
kandU ,- The steady state equation of the ion velocity ob-
tained by setting 6V, /ot = 0 in Eq. (4) is:

E — B,
+ =+ qh x =+ (11)

i, = U
BO BO

n

where n =Q, /v i = 0.036. In the two-dimensional model
withB, = B,a,,E,= —Eya_,and V, = V;,a, = (Eo/Bo)a,,
the solutionV; of Eq. (11) is obtained as:

Vi = V/xax + Vizﬂz (12)
where
U, + n’V
V, = ”—772” = U, + 'V, (13a)
1+ 7
n ~
Vlz = 1+ 772 (Un - VI)) = 77(l]i7 - V/)) (13b)

Substituting 173 = I7D and Egs. (13a), (13b) into Egs. (9)
and (10) and neglecting the higher (than 2"%) order terms of

71, we obtain the horizontal phase velocity Eq. (14) and the
threshold condition for the appearance of two-stream wave
(type 1 wave) Eq. (15), respectively:

V,§°> _ cosd — Y,nsinb v,
1 +¥,

¥, .
+ cosd + nsin@)U 14
s+ psno, (14

(1 +Y¥
vih = G ) 0) + U, (15)
cos@ + nsind

At threshold condition, the phase velocity Eq. (14) becomes:

pn _ [cosﬁ - ¥ynsin@
o =

C, + U,cos0
cos@ + nsin@ j * 8 (16)

where #sin 0 << cos0 holds for the elevation angle of radar
observation in the range 6 < 60° andn = 0.036, Eq. (16)
becomes:

Vi = C, + Uycos® = C, + k - U, [k (17)

which is equivalent to Eq. (1) for two-stream wave propa-
gating in any direction (with @ < 60°). In other words, Eq.
(1) insists that the type 1 wave propagation velocity de-
tected by radar in any direction (with 8 < 60°) is the prop-
agation velocity at threshold condition, and we shall come
back to discuss the physical implication of this equation.
Equation (15) clearly indicates that the neutral wind field
has strong effect on the threshold condition in any direc-
tion of wave propagation, namely, the parallel (anti-paral-
lel) wind will raise (lower) the threshold drift velocity in
accordance with the wind speed. Since ¥, = 0.23 is well
below 1 and Eq. (14) is meaningful only for?,, > V', itis
understandable from Eq. (14) that the wind field effect on
the phase velocity is mainly through its effect on the
threshold drift velocity [first term of Eq. (14)]. We shall
examine Eqs. (14) and (15) for the horizontally propagat-
ing waves (0 = 0°) by numerical simulations. In addition,
the linear growth rate for horizontally propagating plasma
waves in the equatorial E region was given by Eq. (18)
(Fejer et al. 1975):

Vv, 1+ y,

i

I'(growth rate) ~ (1 + 1,1/(,)7I {ﬂ{[MJ - kZCSZ}

VI(VI) — V:) } _ 20!N (18)
LNQI(] + '//o) ‘
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where « is the recombination coefficient; N, is the mean
electron density; Ly = N, / VN,; and the other symbols
are the same as previously defined. The gradient drift term
and the recombination term in Eq. (18) are negligible in this
study because the background density is assumed to be uni-
form, and the recombination effect is ignored in the conti-
nuity Eq. (2); i.e.,a = 0. So Eq. (18) reduces to Eq. (19):

I'(growth rate) ~

(1+w,) % {M} - Kc? (19)

1

It is proper to assume that the ion drift velocity I7l is nearly
equal to wind velocity U, then:

I'(growth rate) ~

2
S, [k, - U,
(1+ %) (2 {(11—%)} - Kc (20)

1

Equation (20) represents the linear theory of the threshold
condition of pure two-stream waves, and our simulation
on wind field effect will also be cross-examined with Eq. (20)
as well.

4. NUMERICAL RESULTS
4.1 Threshold Condition for Two-Stream Waves

In order to examine the reliability of the two-stream
wave simulation code with the existence of neutral wind
field, we repeated the test of the windless case and made a
comparison with the wind field case. Thus, the background
neutral wind conditions of U, = 0 m s'], U,=100 m s
(parallel to electron drift velocity), and U, = =100 m s™
(anti-parallel to electron drift velocity) were applied respec-
tively in our simulation. A series of simulations on two-
stream wave were made on a simulation box with X x Z =
27 x 108 m and following preset parameters: v;, = 2.5 x 10
s Ve = 4.0x10*s7,Q; = 89.4257,Q, = 4.92x 10°s™, s0
Yo = 0.2273. A density perturbation with horizontal wave-
length of 3 meters and amplitude on = nesin(kx) was su-
perposed on the background density n to start the computa-
tion. Figure 1 shows the time evolutions of this perturbation
wave at the 80" height (z =72 m) in six cases with different
drift velocities. The grey scale map of the density in the
simulation box at the end of the 18" cycle of the windless
case with electron drift velocity ¥, = 500 ms™ is shown in
Fig. 2, which clearly reveals that the density variation is
dominant in the x-direction (jet-stream direction).

The temperature of ions and electrons was assumed to
be 230 K throughout this study, leading to an ion acoustic ve-

locity C, =K, (T, +T,)/ (M, +M,) ~356 ms". Equa-
tion (15) yields the threshold condition for a horizontally
propagating wave: V' = 437 m s' + U,. Figure 1 clearly
shows that the two-stream waves grow for the cases with
Vp > V) and dampen for the cases with ¥, < V', the possi-
ble threshold drift velocities were found to be close to the
prediction of Eq. (15): 7 = 437 m s for windless case,
V) =537 ms" for the case with parallel wind with U, =
100 ms™, and 7, =337 ms™' for the case with anti-parallel
wind with U, =-100ms™. In addition, the oscillation period
of each case in Fig. 1 can be precisely determined by mea-
suring the peak-to-peak interval. We took the average of as
many intervals as possible to minimize the random error in
each measurement; therefore the phase velocity could be de-
termined for each case with high precision. Table 1 shows
the estimation of phase velocities associated to each case in
Fig. 1. The result that, the phase velocity (¥,=353.5m s')at
threshold condition (V" = 437 ms™) in the windless case is
very close to ion acoustic speed (C; = 356 m s), is in

100
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12 15 18 21 24 27
x(m)

Fig. 2. A gray scale map of the density variation n(x, z) atz=0.20s
over the simulation box. The simulation started with a 3-meter wave
perturbation; the dimension of the simulation box is 27 x 108 m, and the
collision frequencies is CFS-1 (see Table 2), the neutral wind velocity
isU,=0m s", and the electron drift velocity is Vp = 500 m st
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Table 1. Horizontal phase velocities V,(Vp) of 3-meter waves obtained by numerical simulations on a 27 x 108 m simulation box in different
electron drift velocities ¥, for windless case (U, =0 m s™), parallel wind case (U, = 100 m s™") and anti-parallel wind case (U, =—100 m s™).

v, (550) v, (500) v, (450) V,(437) v, (400) V,(350)
U,=0ms’ 44331 ms™ 403.84 ms™ 364.04 ms™ 353.54ms”! 323.59 ms™! 283.74 ms™
V,(650) V,(600) v, (550) V,(537) V,(500) v, (450)
U,=100ms’" 54322 ms’! 503.57 ms™ 463.41 ms™ 452.83 ms™! 42311 ms™ 382.63ms™
V, (450) v, (400) V,(350) V,(337) V,(300) V,(250)
U,=-100m s 344.64ms’ 30423 ms’  264.65ms'  254.15ms' 22464 ms’ 196.29 m s

agreement with the saturation velocity of radar observa-
tion. Based on the analysis of the windless case, it can be ex-
pected that the phase velocity at threshold condition corre-
sponds to the phase velocity of radar observation. As shown
in Table 1, the phase velocities at threshold in the eastward
wind cases are also consistent with the prediction of Eq. (1)
proposed by Balsley et al. (1976) for wind estimation of ra-
dar observation. It is obvious that the westward wind will
lower the threshold by the amount of the wind speed for the
eastward propagating wave while the eastward wind will do
the opposite. But if we consider the same electron drift ve-
locity, for example V, = 450 ms™ in Table 1, it can be seen
that the wind field will cause the shift of phase velocity by
only a fraction (= 20%) of the wind speed. Additionally, the
estimated values of the linear growth rate (denoted by star in
Fig. 3) by least square fitting are in agreement with the theo-
retical value predicted from Eq. (20) (denoted by solid curve
in Fig. 3). Therefore, it is certain that the wind field does
shift not only the phase velocity, but also the threshold value.
A detailed proof of Eq. (14) relies on the simulations in the
next section.

4.2 Horizontal Phase Velocity with the Existence of
Neutral Wind

Equation (14) indicates that the phase velocity is de-
pendent on neutral wind U, as well as the collision frequen-
cies v, and v,, through the parameter ¥ =Q, Q, /v, v,,. So
we vary these parameters case by case while keeping the
other parameters (Eo, E o> Ie» and T;) unchanged, and set V, =
500 m s”'. The collision frequency sets (CFS) used in this
study is listed in Table 2, and the neutral wind velocities
were varied from -100 to 100 ms™. Equations (14) and (15)
also indicates that the phase velocity and the threshold drift
velocity are independent of the wavelength in the absence of
plasma density effect and kinetic effect, and we examined
this property by analyzing two-stream waves of different
wavelengths. So each case of simulation is identified by the
neutral wind velocity, CFS and the scale lengths of its si-
mulation box. The horizontal phase velocities predicted by
Eq. (14) with 8 = 0 at different cases are listed in Table 3 as a
reference for comparison, and the corresponding results of
simulations are summarized in Tables 4 and 5. Table 4 lists

Un=0m/sec Un=100m/sec Un=—100m/sec
40 40 40
30 1 30 - 30 1
o 20 1 20 - 20 1
4
S 10 1 10 - 10 -
S 0 0 - 0 -
z
O -10+ -101 —-10+
o
-20+ -201 -20+
-30 . -30 . -30 '

300 350 400 450 500 550 600

400 450 500 550 600 650 700

200 250 300 350 400 450 500

Drift velocity(m/s)

Fig. 3. Plots of the linear growth-rates of two-stream waves with respect to the electron drift velocity for windless case (U, =0 m s™), parallel wind
case (U, =100 ms™) and anti-parallel wind case (U, = -100 m s™), where the solid line represents the theoretical value obtained by Eq. (20), the as-
terisk represents the simulation results, and the dashed line represents the threshold value.
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the phase velocities of the 10-m (horizontal wavelength)
wave obtained by the simulations on a X x Z =90 x 360 m

Table 2. Collision frequency sets (CFS) in the numerical simulations.

Vv, /s V.. /s ¥,
CFS-1 2.5x10° 4.0 x 10* 0.2273
CFS-2 3.0 x 10° 4.0 x 10* 0.2728
CFS-3 2.5x10° 4.8 x10* 0.2728
CFS-4 2.5x10° 32x10* 0.1818
CFS-5 2.0x10° 4.0 x 10* 0.1818

simulation box; and Table 5 lists the phase velocities of the
3-m wave obtained by the simulations on a 27 x 108 m box.
By comparing the predicted phase velocities in Table 3 with
the corresponding phase velocities resulting from simula-
tions in Tables 4 and 5, we notice that most of the differences
between them were smaller than 1%, and none exceeded 2%.
This comparison proves that Eq. (14) is accurate, and the
phase velocity of two-stream wave is independent of its
wavelength. However, from the discussion in the previous
section 4.1, it is believed that the Doppler velocities detected
by radar were the phase velocity at threshold condition.
Meanwhile, from Eq. (15), the variation of collision fre-
quencies v;, and v, which form the different parameter ¥y as
listed in Table 2, can also cause variation of the threshold

Table 3. Horizontal phase velocities V), (U,) with Vp = 500 m s in the existence of neutral wind U, predicted by the Eq. (14) at 8 = 0°,

v,(U,) = " +1‘Po -V, + . ;PTPO - U, in 5 different collision frequency combinations. All velocities are inm s™.
v, (100) V,(50) V,(0) V,(-50) V,(-100)
CFS-1 42591 ms’" 416.66 ms™ 407.40ms’ 398.14ms’ 388.88 ms’”
CFS-2 41426 ms™ 403.55ms’" 392.83ms’” 382.12ms’ 37140 ms™
CFS-3 41426 ms™ 403.55ms’" 392.83ms’” 382.12ms’ 37140 ms™
CFS-4 43846 ms’" 430.77 ms’ 423.08 ms’" 41539 ms’ 407.70 ms™
CFS-5 43846 ms’" 430.77ms’ 423.08 ms’" 41539 ms’ 407.70 ms™

Table 4. Horizontal phase velocities V}, (Uy) of 10-meter waves with V=500 m s']. The simulations were performed on a 90 x 360 m simulation
box in 5 different collision frequency combinations. All velocities are inm s~

V,(100) V,(50) V,(0) V,(-50) V,(-100)

CFS-1 42315 ms™ 41427 ms™ 405.76 ms™ 396.30 ms™ 387.82ms’
CFS-2 411.61 ms™ 400.69 m s™ 389.69 m s’ 380.88 ms™ 368.71 m s’
CFS-3 411.83ms" 400.69 ms™ 390.53 ms’ 380.88 m s 370.52 m s’
CFS-4 43583 ms’! 430.53 ms™ 420.84 ms™ 413.83ms’" 405.97 ms™
CFS-5 436.06 ms™ 42872 ms” 420.84 ms™ 41427 ms™! 405.12m s

Table 5. Horizontal phase velocities V,, (U,) of 3-meter waves with J» =500 m s, The simulations were performed on a 27 x 108 m simulation
box in 5 different collision frequency combinations. All velocities are inm s .

V,(100) V,(50) V,(0) V,(-50) V,(-100)
CFS-1 423.15ms™ 413.60 ms™ 403.84 ms™! 393.72ms™ 385.14 ms™
CFS-2 41126 ms™ 400.69 m s™ 389.90 ms™ 379.15ms™ 367.31 ms™
CFS-3 411.61 ms™ 400.69 ms™ 38928 ms™ 377.97 ms™ 367.51 ms™
CFS-4 43536 ms™ 42759 ms™ 419.69 ms™ 410.08 ms™ 402.47 ms™
CFS-5 43559 ms™ 427.15ms™ 41924 ms™! 410.52 ms™ 402.35ms’
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value, so we will continue to examine the phase velocity at
threshold for both windless and wind field cases. Consider-
ing the case of CFS-2 in Table 2, Fig. 4 displays the time
evolution of the horizontal 3-m wave for different drift
velocities corresponding to different driving electric fields.
The threshold drift velocity V)", yielding neither growing
nor dampening, is about ¥} = 450 m s for the windless
case and ¥, =550 m s™ for the case with neutral wind U, =
100 ms'. From estimation by the peak-to-peak method, it is
found that the phase velocity at threshold is about 351 m s™
(close to ion acoustic velocity C; = 356 ms™) for the windless
case and 450 m s™! (close to C; + U,) for the case with neutral
wind U, =100 m s'l, and their difference is also close to the
wind speed U, = 100 ms™. Based on the analysis of phase ve-
locity at threshold condition, we confirmed the predictions of
Egs. (15) and (16) that the variation of collision frequency

does change the threshold drift velocity ¥}, but does not
change the phase velocity V), at threshold condition.

4.3 Simulations of Two-Stream Waves with Wind
Field at the Saturation Stage

It was proposed that the phase velocity of radar observa-
tions, mostly at threshold condition, resulted from nonlinear
saturation (e.g., Lee et al. 1974; Rogister and Jamin 1975;
Sudan 1983a, b). Although the 2D simulations of nonlinear
saturation in windless cases (U, = 0) had been carried out by
Opphenheim and Otani (1996) and Fern et al. (2001), their
saturation phase velocities were smaller than the linear re-
sults, but still larger than the ion acoustic velocity. More-
over, there is no saturation simulation associated with the sit-
uation of the existence of a wind field. In this section, we
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Fig. 4. Plots of the coefficient A(z, 7) of cos(kx) as a function of time 7 for various drift velocities in the windless case (U, = 0 ms™) and wind field
case (U, =100 m s, where z is the 80" height and k = 2.09 m™ is the 9" horizontal Fourier mode (3-meter wave) in the X x Z simulation box with X
= 27 mand Z = 108 m and the collision frequencies is CFS-2 (see Table 2).
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will adopt electron drift velocity slightly larger than the
threshold value to carry out the simulations of saturation by
our two-fluid code. In fact, the past studies (e.g., St.-Maurice
et al. 1986; Jones et al. 1991; Nielsen el al. 2002) indicated
that, larger electron drift velocity would induce larger elec-
tron temperature, and consequently would raise the ion
acoustic velocity. So it is reasonable to assume that the drift
velocity should be near threshold value under the assump-
tion of fixed temperature. In order to compare the phase ve-
locity of a windless situation with that of the wind field situ-
ation, the simulations of two-stream wave for both situations
were made on a simulation box with X x Z=27 x 108 m and
an initial density perturbation wave of 3 meters was intro-
duced. The electron drift velocity ¥ = 460 m s (driving
electric field Eo = 12.88 mV m™) for the windless case and
Vp=560ms" (driving electric field Eq = 15.68 mV m™) for
the case with neutral wind U, = 100 m s™ were considered. If
the background parameters are the same as that in section
4.1, then according to Egs. (15) and (16), the phase velocity
V" and electron drift velocity V' at threshold condition cor-
responding to ion acoustic velocity of 356 m s should be
V' =356 m s'and V! =437 m s for the windless case.
Similarly, V" =456 m s'and V" =537 ms" at threshold for
the case with neutral wind U, = 100 m st

Figure 5 shows the time evolutions of the standard de-
viation of the density for the case with U, =0 m g! (wind-
less case) and the case with U, =100 m s (wind field case).
We can see from Fig. 5 that the simulations had extended to
the saturation stage, where the primary wave stopped grow-
ing and the waves with different size and frequency were
excited possibly from the nonlinear process. Therefore, the
density variations in gray scale maps (see Fig. 6a) were
much more randomized than that in Fig. 2. In order to make
sure these density variations in Fig. 6a are not the result of
numerical error (mostly truncation error), we rerun the si-
mulations without initial wave perturbation. The results at
exactly the same time stage (of Fig. 6a) were presented in
Fig. 6b for comparison. The gray scale maps of density va-
riations in Fig. 6b were very flat, meaning that the density
variations in Fig. 6a were not the result of numerical error. It
is better to analyze the horizontal phase velocity in the satu-
ration stage by 2D Fourier analysis. Figure 7 shows the
power spectra of phase velocity for a horizontal 3-m wave
corresponding to the specific wave mode (&, k.) = (9, 0),
where k, represents horizontal mode, and £, represents verti-
cal mode. The location of the largest peak of power spectra
in Fig. 7 allowed us to determine the phase velocity and the
dominant oscillation frequency of the horizontal 3-m wave.
For example, the power spectra plots (in the linear regime)
of time interval t = 0.00 ~ 0.73 s for the windless case and
time interval t = 0.00 ~ 0.60 s for the wind field case in the
left panels of Fig. 7, reveal that the phase velocities of the
largest peaks are close to the prediction of linear theory.
Namely, the phase velocity evaluated from spectra power

is about 371 ~ 375 m s for the windless case and about
472 ms™ for the wind field case, and the phase velocities pre-
dicted by Eq. (14) of linear theory are 375 ms™ for the wind-
less case and 475 m s! for the wind field case. So, it is reliable
to estimate the phase velocity from the location of the largest
peak of power spectra. In the saturation regime, the power
spectra plots in the time interval t=2.18 ~2.91 s for the wind-
less case and time interval t =2.39 ~2.99 s for the wind field
case, as shown in the right panels of Fig. 7 reveal that the
phase velocities corresponding to the largest peaks were close
to the threshold phase velocities: the phase velocity is about
358 ms™ for the windless case and 457 ms™ for the case with
neutral wind U, = 100 ms™. The spectral widths in the satura-
tion stage are significantly larger than their respective coun-
terparts in the linear regime. The above results are consistent
with the characteristic of saturation spectra. We combined the
linear spectra with the saturation spectra together in Fig. 8 by
an expanded manner, we observed that the difference of their
phase velocities is obvious and the phase velocities of satura-
tion seemed to be limited in magnitude to threshold values.
However, the threshold value of the wind field case is larger
than the windless case. In other words, our result of simula-
tions in the saturation stage shows that the neutral wind will
shift the threshold drift velocity as well as the phase velocity.
Due to the up-shift of threshold drift velocity, the excitation of
two-stream waves needs a larger driving electric field, there-
fore the two-stream waves of larger phase velocity were not
casily observed in the past radar observations.

4.4 Saturation Phase Velocity of Various (k,, k,)
Modes

Figure 9 shows the phase velocity spectra of a few (k,,
k.) modes in the first quadrant (k, > 0, k. > 0) and the fourth
quadrant (k, > 0, k, < 0) of the windless case obtained from
the time series in the time interval 2.18 ~ 2.91 s. In order to
be compatible with the w spectra presented in our previous
paper (Fern et al. 2001), we reflect the spectra in the fourth
quadrant into the second quadrant (k, <0, k, > 0). The labels
across the top give the value of k, for that column, while the
labels on the left give the values of &, for that row, where £,
and k; are respectively the horizontal and the vertical wave
number in m™'. The analysis procedure used to obtain these
spectra is described in section 2.2 of our previous paper
(Fern et al. 2001). The top number in the upper corner in
each plot shows the reduction in that mode’s maximum den-
sity perturbation with respect to the mode with the largest
density perturbation found in the simulation in decibels. The
bottom number in the upper corner shows the total power
contained in the mode compared to the total power in the
mode containing the most power in decibels. The phase ve-
locity of the (%, k.)-mode was calculated by conventional

definition v,;, = / kI +kZ, and its corresponding wave-
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length is A =27 / k> +k?. The wavelengths of different

(k, k;)-modes are different. All the (k,, k.)-modes in Fig. 9
except the primary mode (k, = 2.09, k., = 0) are believed to be
of secondary waves arising from nonlinear processes.

We notice from Eq. (15) that the two-stream wave
cannot be excited in a direction with an elevation angle
6 = tan™' (k,/k,)> 18.2° by the electro-jet with V5 =460 m
s'and U,=0ms", but Fig. 9 reveals that waves propagate
with phase speed = C; in a direction with an elevation angle

Windless case (Un=0m/s)

significantly larger than 18.2°. For example, when the ele-
vation angle of the wave mode with &k, = 1.40 and k, = 0.87
is 31.9°, the spectrum of this mode has a peak at C,. These
waves might be produced by some nonlinear processes
since they were not excited by FB instability. Figure 9 also
reveals that the phase velocity decreases from = C; to 0 as
the elevation angle increasing from 32° to 90° (the spectra
with &, = 0 have peak phase speed at 0 and a large spectral
width, they are not shown in Fig. 9).
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The label across the top give k, (in m™) for that column, while the labels on the left give k. (in m™) for that row. The top number in the upper corner of
each plot shows the reduction in that mode’s maximum density perturbation with respect to the mode with the largest density perturbation found in the
simulation in decibels. The bottom number in the upper corner shows the total power contained in the mode compared to the total power of the mode

containing the most power in decibels.

5. SUMMARY AND DISCUSSION

We have conducted 2D simulations of wind field effect
on two-stream wave extending from the linear regime to the
saturation regime. In the meantime, we have provided Eq. (14)
to describe the phase velocity of two-stream wave in con-
trast to that of the conventional formula, Eq. (1). The two
major controlling factors in Eq. (14) are electron drift
velocity Vp and the neutral wind velocity U,, while those in
Eq. (1) are the ion acoustic velocity C; and U,. The direct
neutral wind contribution to the phase velocity in the 2™
term of Eq. (14) (= WyU, cos 0) is only a factor = 0.2 of that in
Eq. (1) (= U, cos 0), and the indirect contribution by neutral
wind to the phase velocity in the 1* term of Eq. (14) is through
its effect on the threshold condition as indicated by Eq. (15).
These two formulas, Egs. (1) and (14), are equivalent only at
the threshold condition (V,, = V}") [see Eq. (16)]. Equation (1)
was proposed for the purpose of wind measurement based
on two assumptions: One was that all the type 1 waves ob-

served by radar were excited at the threshold condition, and
the other one was that waves propagate at the ion acoustic
velocity (in the reference frame of ions) no matter the angle
to the current (Balsley et al. 1976; Broche et al. 1978).
However, our numerical simulations have shown that the
shift in threshold is roughly consistent with the prediction of
Eq. (15). That is, the threshold value will be up-shifted
when the wind field is parallel to the electron drift velocity,
and conversely, the threshold will be down-shifted when
wind field is anti-parallel to the electron drift velocity.
Moreover, past observations and model calculations of
neutral wind in the equatorial E region (e.g., Reddy and
Devasia 1981; Larsen and Odom 1997; Hysell et al. 2002)
indicate that the horizontal wind field is mostly parallel to
the direction of drift velocity. If threshold drift velocity is
not up-shifted by parallel neutral wind, and remains the
same at near the ion acoustic velocity, then two-stream
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waves with large phase velocity should be frequently ob-
served due to the frequent appearance of parallel neutral
wind. However, there are few radar observation data of
large phase velocity two-stream waves in the E-region.
This fact tends to support the up-shifted (by parallel wind)
threshold value, which requires a large driving electric field,
causing difficulty in the excitation of two-stream waves.
According to Eq. (18), the excitation of two-stream
waves mainly depends on the difference between electron
drift velocity and ion drift velocity ¥, — ¥,. Since ion drift
velocity tends to move together with neutral wind due to the
collision between the heavy ions and neutral atmospheric
particles, neutral wind will change the velocity difference
V. — V.. Consequently, electron drift velocity must also
change to keep the difference I7e - 17, above the threshold
condition. The growth rate as a function of the electron drift
velocity for three different neutral wind velocities is pre-
sented in Fig. 3, from which the threshold electron drift ve-
locity ¥ can be determined, and the phase velocity at
threshold can be evaluated by the peak-to-peak method. The
threshold values determined by our simulations were in
agreement with the prediction of Eq. (15). Also, when elec-
tron drift velocity is larger than the threshold, phase veloci-
ties at the linear stage are identical with the prediction of
Eq. (14), which was derived in section 3. From the linear re-
lation between electron drift velocity and phase velocity in
the windless case (U, = 0), it can be expected that the phase
velocity will be larger than ion acoustic velocity when the
electron drift speed is larger than the threshold value. There-
fore, the shift of phase velocity derived from the wind field is
smaller when considering the same electron drift velocity for
the windless and wind field cases. Although most of the ra-
dar observations did not yield a linear relation, it was found
that large electron drift velocity or other wave dynamics will
enhance plasma temperature (e.g., St.-Maurice et al. 1986;
Jones et al. 1991; Ravindran and Reddy 1993; Nielsen et al.
2002; St.-Manurice and Choudhary 2003) raising ion acous-
tic velocity and consequently requiring a larger threshold ve-
locity to excite two-stream waves. In this context, perhaps the
small wind effect evaluated in Eq. (14) can be considered.
Of course, it is very difficult to construct a perfect model
matching the complex circumstances of radar observations.
Past simulation results (Oppenheim and Otani 1996; Fern et
al. 2001) show that type 1 waves in the saturation stage
travel dominantly in the same direction as the electro-jet at a
phase velocity predicted by linear theory. In addition, phase
velocity in a direction other than the electro-jet direction is
found to be larger than acoustic speed but smaller than the
phase velocity predicted by linear theory. Such results are
due to the fact that the electron drift velocity assumed in their
simulations is so much larger than the threshold value that
their phase velocity cannot downshift to approach the ion
acoustic velocity. In this study, we consider simulations of
horizontal electron drift velocity slightly above the threshold

value and analyze horizontal primary waves. The results of
our simulations reveal a clear difference between the phase
velocities at the linear stage and at the saturation stage. The
saturation phase velocity in the windless case is found to be
close to the ion acoustic velocity Cs, and the horizontal satu-
ration phase velocity in the wind field case is shifted to the
phase velocity at threshold C; + U, as indicated by Eq. (17).
Linear theory [namely, Eq. (14)] insists that two-stream
waves can be excited by the electro-jet only within a small
elevation angle (let’s call it the threshold angle) when the
electron drift velocity V) is only slightly above a certain
threshold value. The result of our simulation in the satura-
tion stage (Fig. 9) shows that many waves propagated with
phase speed = C (for windless case) in the direction with an
elevation angle significantly larger than this threshold angle.
We believe that these secondary waves result from nonlinear
processes and Eq. (1) is valid in a limited range of elevation
angle in the forward direction of the electro-jet.
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